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Abstract-   It is extremely important that the software to be delivered to the user should be reliable and fault free. This 
ranges software testing as one of the most important, challenging and dominating activity in the software development life 
cycle and hence consequent improvement in its usefulness, both with respect to the time and resources, is taken as a key 
factor by many researchers. An imperative measure of the software testing process is running and evaluating test 
scenarios. The aim of this part is to assess how well the software under test conforms to its specifications. One of the 
conducts to achieve this is to generate the test cases and make use of the test oracle to regulate whether a given test case 
exposes a fault. This procedure incorporates a lot of time. It is very difficult to develop correct, good and unique test cases
manually. Use of an automated oracle can achieve the reduction in software testing time and hence the reduction of the 
cost of the testing process. The use of the Meta Heuristic algorithms has been proposed as a tool for software testing. 
Optimization is a ubiquitous and spontaneous process which is an integral part of our daily life. Meta Heuristic 
Algorithms are widely used to tackle black box global optimization problems when no prior knowledge is available. 
Differential Evolution (DE) is a well-known evolutionary algorithm for solving global optimization problems. Its 
performance is quite dependent on setting of its control parameters. DE has mainly three control parameters namely, 
mutation factor (F), crossover rate (CR) and population size (NP). Mutation operator plays a very important role in any 
evolutionary algorithm. This operator helps to increase search diversity and avoids stagnation in local optima. The main 
contribution of this thesis report is automatic test oracle design using Neural Network. It uses an extension of differential 
evolution, called as Modified Differential Evolution (MDE) for test data generation. The performance of Differential 
Evolution has been improved by introducing a new mutation operator in MDE so that its convergent rate and robustness 
can be improved. This MDE is applied for solving Travelling Salesman Problem (TSP). The results obtained are fed as an 
input to train the neural network and then this trained neural network behaves as an automated test oracle. Experimental 
results show that proposed (MDE) is better and comparable to the other variants of differential evolution. The 
performance of MDE is analyzed on 30 benchmark functions for four different dimensions viz. 10, 30, 50,100 described in 
Congress on Evolutionary Computing -2014. 

Keywords – Software Testing, Test case automation, Test oracles, Evolutionary Algorithms, Neural Network, Modified 
Differential Evolution Algorithm, Optimization, Travelling Salesman Problem. 

I. INTRODUCTION 
Software Testing is a costly and time consuming activity in software development process. Testing involves 

examining the behavior of a system in order to realize latent faults. Determining the desired correct behavior for a 
given input is called the oracle problem. For the excellence of the test, the scheming of test cases is important. Test 
data are generated and testers manually add test oracles and provide a common scenario in software testing. 
Although completely automatic testing is undecidable problem, conditional or partial automatic testing is quite 
feasible. Many testing activities can be automated, test cases generation, oracle augmentation, verification, etc. 
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After an inclusive study made on the existing literature, a lot of limitations/gaps have been found in the area of 
Software Testing:  

Mainstream works reported for software testing problems have been dealt with statement testing, path 
testing, branch testing and data flow testing which have their own limitations. Hence an additional attention is 
required towards a new approach of testing. 

Hybridization of local search and heuristic techniques has been done in most of work. There is restricted 
effort towards hybridization of META heuristic algorithms in software testing. Hence more prominence is required 
towards this issue. 

Optimized use of various soft computing techniques to reduce time and cost of software testing process is a 
promising area of research. Development of heuristic and Meta heuristic are still the major issues related to software 
testing to automate the testing process to a greater extent. 

 The work presents the use of an artificial neural network as an automated oracle for Travelling Salesman 
Problem. A neural network is trained by the back propagation algorithm on a set of test cases applied to the original 
version of the system. The network training is based on the “black-box” approach, since only inputs and outputs of 
the system are presented to the algorithm. The trained network can be used as an artificial oracle for evaluating the 
correctness of the output produced by new and possibly faulty versions of the program. 

 The test data for neural network were generated using Modified Differential Evolution (MDE), an extension 
of differential evolution algorithm, on Travelling Salesman problem. MDE improves optimization performance by 
implementing mutation strategy “DE/current-to-pbest” with optional external archive and updating control parameters 
in an adaptive manner. The parameter adaptation automatically updates the control parameters to appropriate values 
and avoids a user’s prior knowledge of the relationship between the parameter settings and the characteristics of 
optimization problems. It is thus helpful to improve the robustness of the algorithm. 

 

II. PREVIOUS WORK 
Although Travelling Salesman Problem(TSP) is an old problem, but due to its nature of classic NP-complete 

combinatorial problem, it intrigues the researchers even today. Due to the vast literature behind the attempts to solve 
TSP—specific application-orientated approach or generalized approach, it is a cumbersome job to summarize all of 
those research in short span. Hence, attempt is made here just to have a glimpse of the trends in solving Tsp via 
time-period. This attempt may reflect only a subset of those research work, but for a brief introduction to the 
attempts at solving TSP- a slight overview of the trends may be satisfactory.  

M. Bellmore and G. L. Nemhauser[3] summarized major trends of solving TSP till the first half century of 
the 20th  century. They have classified the attempts under following categories of algorithmic approach according to 
solution generation approach:  
A. Tour-to-Tour Improvement:  

 
The starting point is an arbitrary tour, say to= (1, 2, n, 1). The solution generation scheme is a rule for 

finding a better tour that is a 'neighbor' of the present tour. For example, t 1 is the best of the tours that can be 
generated by interchanging any element 1=2,..., n with 1 . If t1 = (p, 2,.. n, p) then t2 is the best tour that can be 
generated by interchanging i= 1…n, i  p, with p. A termination rule could be to stop whenever no improvement can 
be made. We could then choose any other to and repeat the iterative scheme or apply another, more sophisticated, 
scheme.  

 
B. Tour Building:  

The starting point is an arbitrary node, say i1. From i, we build a sequence (i1. i2. ik) by successively 
including other nodes into the sequence. The procedure terminates when a tour is achieved. A very simple scheme of 
this type is the 'nearest neighbor' rule. From i1 proceed to the nearest node i2, from i2 proceed to the nearest node not 
yet reached not (i1 or i2) from in return to il. Clearly, this method of tour building is approximate and there are many 
variations of the 'nearest neighbor' rule.  
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C. Subtour Elimination:  
 

The starting point is an optimal solution to the assignment problem under the matrix C. If the solution to 
the assignment problem is a tour, it is optimal for the travelling salesman problem. If the optimal solution to the 
assignment problem is not a tour, an iterative scheme is used to eliminate sub tours.  

Several algorithms that have produced impressive results. These include: 
  

Branch-and-bound  
Dynamic programming  
Integer programming 
Gilmore – Gomory method 
Tour to tour approximation  

The later research work tried to improve upon these suggested algorithm paths as in [4].  
The trend of research in solving TSP focused on nature inspired algorithm during last decade of 20th century and 
first decade of 21st century. In [5] Zhang evolves that TSP in NP-Hard, recent theoretical research shows a 
randomized algorithm are designed to the optimal tour in O ( n ( log n ) O (c ) ) time for every fixed c.  The 
researchers have been either attempting to develop optimization algorithms. Therefore it would seem to be an ideal 
candidate for nonstandard algorithm approach, such as natural computation. Natural computation is the 
computational version of the process of extracting ideas from nature to develop computational system.  Those that 
the inspiration from nature for the development of novel problem solving techniques. These natural computational 
include artificial life, DNA computing, and so on, several solving mechanism via ANN, GA and ACO have been 
pointed out in the survey paper [5]. 
 Recent survey papers on the advances and current trends in solving TSP by evolutionary methods 
differential evolution can be seen in [7]. Since, the thesis work deals with solving TSP in part of its proposed 
work, hence, a brief collection of works to reflect trends in last two decades of so in solving TSP. This is necessary 
to demonstrate the difficulty of optimization in TSP that generalized satisfactory TSP solution still attracts the 
researchers. This is not an all inclusive list just a compilation of recent trends as shown in Table 1. 

 
Table 1: Summary of the CEC 14 Test Function 

  No Function Fi
* = 

Fi(x*) 

Unimodel 
Function 

1 Rotated High Conditioned Elliptic Function 100 
2 Rotated bent Ciger Function 200 
3 Rotated Discuss Function 300 

Simple 
Multunod

al 
Functions 

4 Shifted and Rotated Rosenbrock’s Function 400 
5 Shifted and Rotated Acklev's Function 500 
6 Shifted and Rooted Weierstrass Function 600 
7 Shifted and Rotated Gnewank's Function 700 
8 Shifted Rastrwin's Function 800 
9 Shifted and Rotated Rastricrin s Function 900 
10 Shifted Schwefe1's Function 1000 
11 Shifted and Rotated Schwefel-s Function 1100 
12 Shifted and Rotated Katsuura Function 1200 
13 Shitled and Rotated HappyCat Function 1300 
14 Shifted and Rotated HGBat Function 1400 
15 Shifted and Rotated Expanded Griewank's plus Rose.nbrock's Function 1500 
16 Shifted and Rotated Expanded Scaffei's F6 Function  Hybrid Function 1600 

Hybrid 
Function 

17 Hybrid Function 1 (N=3') 1700 
18 Hvbnd Function 2 (N=3) 1800 
19 Hybrid Function 3 (N=4) 1900 
20 Hybrid Function 4 (N=4) 2000 
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21 Hybrid Function 5 (N=5) 2100 
22 Hybrid Function 6 (N=5 2200 

Compositi
on 

Function 

23 Composition Function 1(N=5) 2300 
24 Composition Function 2(N=3) 2400 
25 Composition Function 3(N=3) 2500 
26 Composition Function 4(N=5) 2600 
27 Composition Function 5(N=5) 2700 
28 Composition Function 6(N=5) 2800 
29 Composition Function 7(N=3) 2900 
30 Composition Function 8(N=3) 3000 

Search Range [-100,100] 
 

III. PROPOSED ALGORITHM 
 PROPOSED FRAMEWORK 

The performance of differential evolution depends quietly on the setting of control parameters such as the 
mutation factor (F) and the crossover probability (CR) according to both experimental studies and theoretical 
analysis. Due to this consideration, different adaptive or self adaptive mechanisms have been introduced to 
dynamically update the control parameters without a user’s prior knowledge of the relationship between the 
parameters setting and the characteristic of optimization problems. 

In addition, the parameter adaptation, if well designed, is capable of improving an algorithms convergence 
performance by dynamically adapting the parameters to characteristic of different fitness landscapes and the 
convergence rate can be improved if the control parameters are adapted to appropriate values at different evolution 
stages of a specific problem Other than the best solution in the current population, historical data is another source 
that can be used to improve the convergence performance.  

The proposed framework in differential evolution algorithm works basically on two general principles 
which can take into account to develop an efficient mutation operator. They are: 

What to mutate? 
How to mutate? 

ADAPTIVE MUTAION CONSTANT 
In population based search and optimization methods, considerably high diversity is necessary during the early 

part of the search to utilize the full range of the search space. On the other hand during the later stages, when the 
algorithm is converging to an optimal solution fine tuning is important to find the global optimum efficiency. 
Considering these issues, we propose a new strategy for performance improvement of Differential Evolution. 
Instead of fixing the value of mutation constant F to a particular value, we make it to be linearly adaptive. The tips 
of the trial vectors are pointed to simple diverse zones of the search space during the early stages of the search. To 
meet this objective the value the value of the scale factor has been chosen to very linearly with time as the algorithm 
proceeds. The value of mutation constant F can be used as F = f(xi, g ) – f(xpbest,g) / f(xpbest,g) 
PROPOSED ALGORITHM  

The computational steps of the proposed modified differential evolution (MDE) are as follows: 
Algorithm 

01 Begin 
02 Set NPP=20*D, μCR=0.5; 
03 Create a random initial population {xi,0|i=1,2,..NP} 
04 Find the gbest =min(Fitness of population) 
05 For g= 1 to G 
06  P=0.05, NP =100; 
07   For i-1 to NP 
08   Generate Cri= randni (μCR, o.1) 
09              Randomly Choose xp best , g as one of the 100p% best    
                       vectors 
10   Randomly choose xr1, g_=xi,g from current population R 
11  Randomly choose xr2, g_=xr1,g_=xi,g from P U A 
12  calculate F as (f(xig)-f(xpbest,g))/f(xpbest,g); 
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13  vi,g = xi,g +Fi·(xpbest,g –xi,g)+Fi·(xr1,g -  ~xr2,g) 
14  generate jrand= randint(1,D) 
15  for j= 1 to D 
16   if j=jrand or rand(0,1)<CRi 
17   uj,I,g = vj,I,g 
18   else 
19    uj,I,g= xj,I,g 
20   end if 
21  end for 
22 if f(xi,g)  f(ui,g) 
23  xi,g+1=xi,g 
24 else 
25  xi,g+1=ui,g; xi,g A; CRi SCR, Fi SF 
26 end if 
27 end for 
28 Randomly remove solutions from A so that |A|   NP 
29 μCR = (1-c) · μCR+ c· meanA(SCR) 
30 Calculate F as (f(xig)- f(xpbest,g))/f(xpbest,g); 
31   End for 
32   End 

 
EFFECT OF FITNESS BASED ADAPTIVE MUTATION 

Fitness based mutation helps to tune the balance between the convergence rate and the robustness of the 
algorithm. Using fitness information in the mutation operator, we bias the solution in the direction of lowest function 
value. Using this method it is found that the convergence velocity of the Differential Evolution is locally accelerated 
so that better solutions are obtained within a accepted convergence time. The key sense of this adaptive mutation is 
that during the early stages. It is important to explore the whole search space otherwise the best global solutions may 
be skipped and in later stages it is important to adjust the movements of trial solutions finely so that they can explore 
the interior of a relatively small space in which the suspected global optimum lies. By making the mutation constant 
to be time varying this can be achieved. This time varying parametric adaptation scheme attempts to achieve a better 
tradeoff between the explorative and the exploitative tendencies of Differential Evolution. 
 TSP USING MDE 

Now consider a TSP with pop size 200, number of cities 50 and maximum number of iteration are 10000. A 
sample run of TSP using MDE is shown in figure. The given algorithm is run 100 times and the Best Tour result 
obtained after these 100 runs with city number and distances between the cities are feed to neural network using NN 
toolbox to train the neural network. Now the neural network behaves as TEST Oracle and can be tested by providing 
appropriate set of inputs and outputs. For this algorithm is as follows: 

Procedure of solving TSP using MDE 
1. Begin 
2. Create an initial set of xy coordinates for 50 cities 
3. Create an initial population of size 200*2 
4. For g = 1 to numIter 
5.               Evaluate each population member (Calculate total distance) 
6.               Sort the total distance in ascending order 
7.              For i=1 to NP 
8.                            Randomly choose xp best, g as one of the 100p % best vectors. 
9.                            Randomly choose xr1, g_ =  xi, g from current population P. 
10.                            Randomly choose ~xr2, g =  xr1, g = xi, g from P U A 
11.                            Calculate F as ( f(xig) – f(xpbest,  g ))/f(xpbest,g); 
12.                     Vi,g = xi,g+Fi · (xpbest,g –xi,g)+Fi · (xr1,g- ~xr2) 
13.                            Add the mutated childs received from the mutation in the initial                    

                           population by replacing the weaker ones. 
14.                  End 
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15.        End 
16. Best Tour 

IV.RESULT 
In this discussion, Modified Differential Evolution algorithm is applied to minimize a set of 30 congress on 

Evolutionary Computing  (CEC) 2014 benchmark functions of dimensions D=10, 30, 50 and 100 as shown in table 
3,4,5 and 6. MDE is compared with three adaptive Differential Evolutionary (DE) Algorithms JADE, GaAPADE, L-
SHAPE and evolutionary algorithm UMOEAS. Summarized in Table 1 are the 30 benchmark functions. All these 
functions have an optimal value f* = 0. Parameter setup values of these functions are depicted in table 2.  

In all simulate on, we have set the population size NP to be 100 for the values of D, D=10, 30, 50 and 100, 
while maximum number of function evaluation are 1000D (Max_FES for 10D =100000; for 30D=300000; for 
50D=500000; for 100D =1000000). All results reported in this section are obtained based on 51 independent runs. 

 
Table 2: Parameter Setup values 

S.no Test Function D NP MaxGen 
1 Ellipsoidal Function 10,30,50,100 100 100000, 3000, 50000, 1000000 
2 Bent Cigar Function 10,30,50,100 100 100000, 3000, 50000, 1000000 
3 Discuss Function 10,30,50,100 100 100000, 3000, 50000, 1000000 
4 Rosenbrock Function 10,30,50,100 100 100000, 3000, 50000, 1000000 
5 Ackley Function 10,30,50,100 100 100000, 3000, 50000, 1000000 
6 Weierstrass Function 10,30,50,100 100 100000, 3000, 50000, 1000000 
7 Griewank Function 10,30,50,100 100 100000, 3000, 50000, 1000000 
8 Rastrigin Function 10,30,50,100 100 100000, 3000, 50000, 1000000 
9 Step Rastrigin Function 10,30,50,100 100 100000, 3000, 50000, 1000000 
10 Schwefel Function 10,30,50,100 100 100000, 3000, 50000, 1000000 
11 Schwefel F-7 Function 10,30,50,100 100 100000, 3000, 50000, 1000000 
12 Katsuura Function 10,30,50,100 100 100000, 3000, 50000, 1000000 
13 Happycat Function 10,30,50,100 100 100000, 3000, 50000, 1000000 
14 Hagbat Function 10,30,50,100 100 100000, 3000, 50000, 1000000 
15 Griewank-RosenBrock 10,30,50,100 100 100000, 3000, 50000, 1000000 
16 Escaffer6 Function 10,30,50,100 100 100000, 3000, 50000, 1000000 
17 Hybrid Function 01 10,30,50,100 100 100000, 3000, 50000, 1000000 
18 Hybrid Function 02 10,30,50,100 100 100000, 3000, 50000, 1000000 
19 Hybrid Function 03 10,30,50,100 100 100000, 3000, 50000, 1000000 
20 Hybrid Function 04 10,30,50,100 100 100000, 3000, 50000, 1000000 
21 Hybrid Function 05 10,30,50,100 100 100000, 3000, 50000, 1000000 
22 Hybrid Function 06 10,30,50,100 100 100000, 3000, 50000, 1000000 
23 Composition Function 1 10,30,50,100 100 100000, 3000, 50000, 1000000 
24 Composition Function 2 10,30,50,100 100 100000, 3000, 50000, 1000000 
25 Composition Function 3 10,30,50,100 100 100000, 3000, 50000, 1000000 
26 Composition Function 4 10,30,50,100 100 100000, 3000, 50000, 1000000 
27 Composition Function 5 10,30,50,100 100 100000, 3000, 50000, 1000000 
28 Composition Function 6 10,30,50,100 100 100000, 3000, 50000, 1000000 
29 Composition Function 7 10,30,50,100 100 100000, 3000, 50000, 1000000 
30 Composition Function 8 10,30,50,100 100 100000, 3000, 50000, 1000000 

 
a. Comparison of MDE with other Evolutionary Algorithms

The mean of the result obtained by each algorithm for f1-f30 are summarized in tables 3,4,5 and 6. These 
statistics are calculated for f1-f30, for 1000 iterations. 

Important observations about the convergence rate and reliability of different algorithms can be made from the 
results presented in Tables IV and V. First, these results suggest that the overall convergence rate of MDE is average 
for D=10 having 11 best results among all for functions f2, f4, f7, f9, 123, f26, f27, f28, f30. MDE achieves the best 
performance in the case of high dimensional problems (D =50 and 100). For D=30, MDE performs best for 
functions f2, f5, f23- f30. For D=50, MDE performs best for functions f 1- f7, f 13, f15, f23-f30. For D=100, MDE 
performs best for functions best for functions f5, f12, f19, f23-26, f28-30. It can also be concluded for figures 21 and 
22 that the MDE performs well for composite functions and for higher dimension problems. 

 
B. Parameter values of MDE
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MDE introduces its own parameter F, (calculated by extracting 100p% from the population known as pbest, 
finding their fitness values subtracting these fitness values from the fitness values of xi,g selected randomly from 
population of size again 100p% and normalizing obtained values by dividing these values by fitness values of xp

best,g 
which determine the greediness of the mutation strategy. It is believed that these two parameters are problem 
insensitive according to their roles in MDE, it is thus an advantage over the problem-dependent parameter selection 
(F and CR) in the classic DE. However, it is still interesting to find a range of these parameters which is appropriate 
for different problems. 

 Now this extension is applied to solve travelling salesman problem. The results obtained after a single run of 
the MDE is shown below: 

 
Table 3: Experimental Results of 10 dimensional problem f1-f30, Averaged over 51 independent runs. 

Fun. Gen MIDE JADE GaAPADE L-SHAPE UMOEAS 
F1 1000 6.28e+07 4.55e+07 6.7e+07 1.79e+03 8.38e+07 
F2 1000 2.05e+09 3.3e+09 4.2e+09 3.19e+09 5.28e+09 
F3 1000 1.7e+04 3.35e+04 5.94e+04 4.65e+04 1.75e+04 
F4 1000 3.49e+02 3.97e+02 3.8e+02 3.56e+02 6.6e+02 
F5 1000 20.57 20.6 20.68 20.6 20.72 
F6 1000 10.15 10.10 10.7 10.4 11.18 
F7 1000 57.82 59.59 61.57 52.12 85.93 
F8 1000 77.13 68.26 78.85 72.19 83.33 
F9 1000 63.27 76.73 82.28 80.08 74.88 
F10 1000 1.4e+03 1.50e+03 1.80e+03 1.79e+03 1.5e+03 
F11 1000 1.7e+03 1.8e+03 1.95e+03 1.79e+03 1.95e+03 
F12 1000 1.71 2.0 2.41 2.45 2.45 
F13 1000 2.16 2.36 2.45 2.22 2.99 
F14 1000 6.89 15.28 16.05 14.24 22.76 
F15 1000 1.3e+02 1.5e+03 3.54e+03 1.84e+03 8.76e+03 
F16 1000 4.47 3.95 4.03 4.07 4.18 
F17 1000 5.91e+05 1.13e+06 1.43e+06 9.14e+05 5.95e+05 
F18 1000 8.1e+04 2.89e+06 5.5e+06 4.01e+06 1.55e+06 
F19 1000 38.46 13.33 14.05 14.78 20.72 
F20 1000 1.7e+04 7.2e+04 2.15e+05 1.37e+05 1.15e+05 
F21 1000 1.18e+06 2.2e+05 3.09e+05 1.84e+05 2.99e+05 
F22 1000 2.6e+02 2.4e+02 3.04e+02 2.59e+02 3.07e+02 
F23 1000 2.08e+02 3.8e+02 4.1e+02 3.93e+02 2.34e+02 
F24 1000 2.00e+02 1.9e+02 2.02e+02 1.97e+02 1.98e+02 
F25 1000 2.00e+02 2.03e+02 2.06e+02 2.05e+02 1.99e+02 
F26 1000 2.00e+02 1.01e+02 4.27e+02 1.01e+02 1.02e+02 
F27 1000 2.12e+02 3.26e+02 1.01e+02 4.15e+02 3.6e+02 
F28 1000 2.19e+02 1.02e+03 4.7e+02 1.03e+03 3.6e+02 
F29 1000 7.1e+06 1.13e+06 5.5e+05 1.36e+06 2.77e+06 
F30 1000 1.24e+06 1.31e+04 1.45e+04 1.57e+04 2.8e+04 

 
Table 4: Experimental Results of 30 dimensional problem f1-f30, Averaged over 51 independent runs. 

Fun. Gen MIDE JADE GaAPADE L-SHAPE UMOEAS 
F1 1000 3.47e+08 7.24e+08 1.08e+09 1.1.e+09 7.18e+08 
F2 1000 1.75e+10 4.29e+10 4.87e+10 5.60e+10 4.19e+10 
F3 1000 8.24e+04 9.01e+04 1.8e+05 1.75e+06 8.40e+04 
F4 1000 2.35e+03 5.81e+03 8.28e+03 1.63e+05 5.87e+03 
F5 1000 20.85 21.0 21.06 8.78e+03 21.14 
F6 1000 36.92 38.9 40.49 21.13 40.36 
F7 1000 1.7e+02 3.78e+02 4.7e+02 42.23 3.74e+02 
F8 1000 2.80e+02 3.09e+02 3.07e+02 4.94e+02 3.194e+02 
F9 1000 2.8e+02 3.69e+02 3.86e+02 3.53e+02 3.47e+02 
F10 1000 6.5e+03 6.57e+03 7.36e+03 7.74e+03 7.2e+03 
F11 1000 7.5e+03 7.67e+03 7.87e+03 7.74e+03 8.04e+03 
F12 1000 2.015 3.25 3.91 7.74e+03 7.2e+03 
F13 1000 3.43 5.30 5.61 6.04 5.05 
F14 1000 68.5 1.40e+02 1.58e+02 1.77e+02 1.37e+02 
F15 1000 4.5e+03 3.07e+05 1.30e+06 8.06e+05 1.05e+05 
F16 1000 13.98 13.47 13.59 13.66 13.67 
F17 1000 1.9e+07 3.18e+07 5.78e+07 5.50e+07 3.55e+07 
F18 1000 5.9e+08 8.17e+08 1.76e+09 1.63e+09 8.24e+08 
F19 1000 1.13e+02 2.25e+02 3.18e+02 3.26e+02 2.58e+02 
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F20 1000 1.29e+05 1.18e+05 4.9e+05 3.35e+05 1.61e+05 
F21 1000 8.9e+06 9.47e+06 1.87e+07 1.85e+07 1.06e+07 
F22 1000 1.6e+03 1.29e+03 1.7e+03 1.64e+03 1.39e+03 
F23 1000 2.17e+02 5.53e+02 7.86e+02 7.34e+02 2.78e+02 
F24 1000 2.02e+02 3.46e+02 3.89e+02 3.80e+02 2.07e+02 
F25 1000 2.00e+02 2.58e+02 2.8e+02 2.87e+02 2.01e+02 
F26 1000 2.00e+02 1.05e+02 1.05e+02 1.11e+02 1.07e+02 
F27 1000 2.29e+02 9.20e+02 1.3e+02 1.25e+03 6.39e+02 
F28 1000 2.3e+02 5.02e+03 2.8e+03 5.72e+03 6.39e+02 
F29 1000 2.08e+07 1.24e+08 4.3e+07 2.05e+08 8.63e+07 
F30 1000 1.39e+06 8.61e+05 1.33e+06 4.07e+02 9.78e+05 

 
Table 5: Experimental Results of 50 dimensional problem f1-f30, Averaged over 51 independent runs. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Table 6: Experimental Results of 100 dimensional problem f1-f30, Averaged over 51 independent runs. 
Fun. Gen MIDE JADE GaAPADE L-SHAPE UMOEAS 
F1 1000 6.59e+09 3.66e+09 0 8.35e+09 1.8e+09 
F2 1000 7.35e+09 2.13e+11 0 3.57e+11 1.11e+11 
F3 1000 7.5e+07 4.15e+05 0 5.88e+05 3.01e+05 
F4 1000 1.29e+05 4.32e+04 0 1.00e+05 1.68e+04 
F5 1000 21.42 21.3 0 21.40 21.39 
F6 1000 1.5e+03 1.49e+02 0 1.63e+02 1.5e+02 
F7 1000 3.35e+03 1.94e+03 0 3.23e+03 1.03e+03 
F8 1000 1.59e+03 1.27e+03 0 1.56e+03 1.14e+03 
F9 1000 9.77e+02 1.48e+03 0 4.07e+02 1.24e+03 
F10 1000 3.2e+04 2.70e+04 0 3.15e+04 2.87e+04 
F11 1000 3.18e+04 3.06e+04 0 3.24e+04 2.8e+04 
F12 1000 7.76 4.15 0 5.06 4.24 
F13 1000 10.01 7.42 0 9.94 5.46 
F14 1000 5.4e+02 4.37e+02 0 3.86e+02 2.36e+02 
F15 1000 1.1e+03 1.53e+03 0 6.52e+07 1.4e+06 

Fun. Gen MIDE JADE GaAPADE L-SHAPE UMOEAS 
F1 1000 3.47e+08 1.18e+09 2.56e+09 2.64e+09 1.24e+09 
F2 1000 1.89+10 7.70e+10 1.0e+11 1.35e+11 6.63e+10 
F3 1000 1.40e+05 4.15e+05 2.9e+05 2.70e+05 1.255e+05 
F4 1000 2.48e+03 1.49e+04 2.83+04 3.49e+04 1.20e+04 
F5 1000 20.69 21.1 21.20 21.27 21.26 
F6 1000 55.54 67.3 72.01 75.96 70.40 
F7 1000 1.57e+02 7.38e+02 1.06e+03 1.30e+03 6.33e+02 
F8 1000 4.89e+02 5.42e+02 5.48e+02 6.82e+02 5.67e+02 
F9 1000 5.2e+02 6.41e+02 7.37e+02 8.06e+02 6.33e+02 
F10 1000 1.18e+04 1.17e+04 1.38e+04 1.42e+04 1.34e+04 
F11 1000 1.18e+04 1.35e+04 1.44e+04 1.48e+04 1.44e+04 
F12 1000 1.61 3.50 4.75 4.70 3.82 
F13 1000 2.05 5.73 6.55 7.79 5.33 
F14 1000 38.57 1.95e+02 2.66e+02 3.48e+02 1.22e+02 
F15 1000 1.04e+04 1.35e+06 9.19e+06 9.11e+06 1.11e+06 
F16 1000 22.74 22.92 23.41 23.35 23.26 
F17 1000 7.06e+07 9.91e+07 2.16e+08 2.80e+08 9.93e+07 
F18 1000 2.3e+09 2.17e+09 6.6e+09 7.78e+09 1.77e+09 
F19 1000 3.37e+02 4.45e+02 9.6e+02 1.06e+03 4.37e+02 
F20 1000 1.1e+05 1.34e+05 9.06e+05 7.10e+05 1.91e+05 
F21 1000 1.25e+07 2.10e+07 7.27e+07 6.96e+07 2.76e+06 
F22 1000 3.25e+03 2.74e+03 4.14e+03 5.34e+03 2.79e+03 
F23 1000 2.15e+02 8.16e+02 1.5e+03 1.54e+03 2.89e+02 
F24 1000 2.04e+02 4.64e+02 5.9e+02 5.96e+02 2.14e+02 
F25 1000 2.00e+02 3.29e+02 1.13e+02 4.34e+02 2.02e+02 
F26 1000 2.00e+023 1.22e+02 2.3e+03 3.09e+02 1.29e+02 
F27 1000 2.2e+02 2.13e+03 6.7e+03 2.40e+03 6.98e+02 
F28 1000 2.3e+07 9.69e+03 6.58e+02 1.23e+04 9.02e+02 
F29 1000 2.08e+07 4.17e+08 252650000 1.03e+09 1.71e+08 
F30 1000 1.24e+06 4.17e+06 6.06e+06 1.27e+07 4.28e+06 
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F16 1000 46.37 47.1 0 47.62 47.59 
F17 1000 1.8e+08 39437153 0 1.08e+09 2.2e+08 
F18 1000 2.26e+09 9.93e+09 0 3.07e+10 2.7e+09 
F19 1000 5.15e+02 1.88e+03 0 5.45e+03 9.2e+02 
F20 1000 3.89e+05 1.02e+06 0 3.38e+06 5.07e+05 
F21 1000 3.9e+07 1.63e=08 0 4.62e+08 9.07e+07 
F22 1000 73.10 6.96e+03 0 3.49e+04 5.7e+03 
F23 1000 2.08e+02 1.62e+03 0 3.54e+03 2.7e+02 
F24 1000 2.06e+02 8.73e+02 0 1.20e+03 2.24e+02 
F25 1000 2.00e+02 6.21e+02 0 9.68e+02 2.02e+02 
F26 1000 2.00e+02 4.51e+02 0 7.77e+02 1.98e+02 
F27 1000 1.18e+03 3.26e+02 0 4.98e+03 3.63e+02 
F28 1000 1.36e+03 2.42e+04 0 3.02e+06 7.68e+02 
F29 1000 3.5e+08 1.76e+06 0 1.36e+06 1.96e+08 
F30 1000 5.99e+07 3.02e+07 0 1.11e+08 1.7e+07 

 
V. CONCLUSION 

In this paper we have developed an extension of differential evolution algorithm, called as Modified 
Differential Evolution (MDE). We have tested the performance of the proposed algorithm for 30 benchmark 
functions discussed in Congress on Evolutionary Computing (CEC) -2014 for 10, 30, 50, 100 dimensions.  

The algorithm works comparably for the three versions of differential evolution L-SHADE, JADE and 
GaAPADE and an evolutionary algorithms viz. UMOEA for 10 dimensions, but it works better than these 
algorithms for dimensions 30, 50 and 100 for most of the functions. This modified algorithm has been applied to 
solve travelling salesman problem. 

 The results obtained are feed as an input to the neural network to train the network. Now this trained 
network behaves as an automated oracle for testing. The neural network is shown to be a promising method of 
testing software application provided that the training data have a good coverage of the input range. The back 
propagation method of training the neural network is a relatively rigorous method capable of generalization, and one 
of its properties ensures that the network can be updated by learning new data. 
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