Detection of Enhanced Radar Signal using LMS
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Abstract - Adaptive arrays mostly employ phased arrays to automatically sense and eliminate unwanted signals entering the radar’s Field of View (FOV) while enhancing reception about the desired target returns. For this purpose, adaptive arrays utilize a rather complicated combination of hardware and require demanding levels of software implementation. Through feedback networks, a proper set of complex weights is computed and applied to each channel of the array. A successful implementation of adaptive arrays depends heavily on two factors: first, a proper choice of the reference signal, which is used for comparison against the received target/jammer returns. A good estimate of the reference signal makes the computation of the weights systematic and effective. On the other hand, a bad estimate of the reference signal increases the array's adapting time and limits the system to impractical (non-real time) situations. Second, a fast (real time) computation of the optimum weights is essential. Thus, the LMS algorithm has been developed for this purpose.
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I. INTRODUCTION

1.1 Linear Arrays:
The Figure1. Shows a linear array antenna consisting of identical elements. The element spacing is d (normally measured in wavelength units).

Figure 1. Linear array of equally spaced elements
Let element #1 serve as a phase reference for the array. From the geometry, it is clear that an outgoing wave at the nth element leads the phase at the element by \( k d \sin \theta \). The combined phase at the far field observation point is independent of \( \theta \) and can be written as

\[
\Psi(\theta, \phi) = k (r_n \cdot \hat{r}_0) = (n - 1) k d \sin \theta
\]  

(1)

Thus, the electric field at a far field observation point with direction-sine equal to \( \sin \theta \) (assuming isotropic elements) is given by

\[
E(\sin \theta) = \sum_{n=1}^{N} e^{i(n-1)(k d \sin \theta)}
\]  

(2)

It follows that the normalized intensity pattern is equal to

\[
|E_n(\sin \theta)| = \frac{1}{N} \left| \frac{\sin((N k d \sin \theta)/2)}{\sin((k d \sin \theta)/2)} \right|
\]  

(3)

The normalized two-way array pattern (radiation pattern) is given by

\[
G(\sin \theta) = |E_n(\sin \theta)|^2 = \frac{1}{N^2} \left( \frac{\sin((N k d \sin \theta)/2)}{\sin((k d \sin \theta)/2)} \right)^2
\]  

(4)

The radiation pattern \( G(\theta) \) has cylindrical symmetry about its axis \( \sin \theta = 0 \) and is independent of the azimuth angle. Thus, it is completely determined by its values within the interval \( 0 < \theta < \theta_0 \). The main beam of an array can be steered electronically by varying the phase of the current applied to each array element. Steering the main beam into the direction-sine is accomplished by making the phase difference between any two adjacent elements equal to \( k d \sin \theta_0 \). In this case, the normalized radiation pattern can be written as

\[
G(\sin \theta) = \frac{1}{N^2} \left( \frac{\sin((N k d/2)(\sin \theta - \sin \theta_0))}{\sin((k d/2)(\sin \theta - \sin \theta_0))} \right)^2
\]  

(5)

If \( \theta_0 = 0 \), then the main beam is perpendicular to the array axis, and the array is said to be a broadside array. Alternatively, the array is called an end fire array when the main beam points along the array axis.

II. LEAST MEAN SQUARES (LMS)

Adaptive signal processing evolved as a natural evolution from adaptive control techniques of time varying systems. Advances in digital processing computation techniques and associated hardware have facilitated maturing adaptive processing techniques and algorithms. Consider the basic adaptive digital system shown in Fig. 2.

\[ x[k] = \mathbf{x} \]

\[ y[k] = \mathbf{y} \]

\[ H(z) \]

\[ d[k] = \mathbf{d} \]

\[ \sum \]

\[ \varepsilon \]

Figure 2. Basic Adaptive system
The system input is the sequence \( x[k] \) and its output is the sequence \( y[k] \). What differentiates adaptive from non adaptive systems is that in adaptive systems the transfer function \( H_k(z) \) is now time varying. The arrow through the transfer function box is used to indicate adaptive processing (or time varying transfer function).

The sequence \( d(k) \) is referred to as the desired response sequence. The error sequence is the difference between the desired response and the actual response. Remember that the desired sequence is not completely known; otherwise, if it were completely known, one would not need any adaptive processing to compute it. The definition of this desired response is dependent on the system specific requirements.

Many different techniques and algorithms have been developed to minimize the error sequence. Using one technique over another depends heavily on the operating environment under consideration. For example, if the input sequence is a stationary random process, then minimizing the error signal is nothing more than solving the least mean squares problem. However, in most adaptive processing systems the input signal is a non stationary process. In this section the least mean squares technique is examined. The least mean squares (LMS) algorithm is the most commonly utilized algorithm in adaptive processing, primary because of its simplicity. The time varying transfer function of order \( L \) can be written as a Finite Impulse Response (FIR) filter defined by

\[
H_k(Z) = b_0 + b_1 Z^{-1} + \ldots + b_L Z^{-L}
\]  

(6)

The input output relationship is given by the discrete convolution

\[
y(k) = \sum_{n=0}^{L} b_n (k)x(k - n)
\]  

(7)

The goal of the adaptive LMS process is to adjust the filter coefficients toward an optimum minimum mean square error (MMSE). Where \( X \) the vector is the input signal sequence. Substituting \( \nabla = -2 \varepsilon_k X_k \) into \( b_{k+1} = b_k - \mu \nabla \) yields

\[
b_{k+1} = b_k + 2\varepsilon_k \mu X_k
\]  

(8)

The choice of the convergence parameter \( \mu \) plays a significant role in determining the system performance. A successful implementation of the LMS algorithm depends on the input signal, the choice of the desired signal, and the convergence Parameter. Much research and effort has been devoted toward selecting the optimal value \( \mu \). Nonetheless, no universal value has been found. However, a range for this parameter has been determined to be \( 0<\mu<1 \).

Often, a normalized value for the convergence parameter \( \mu \), can be used instead of its absolute value. That is

\[
\mu_N = \frac{\mu}{(L + 1)\sigma^2}
\]  

(9)

Where \( L \) is the order of the adaptive FIR filter and \( \sigma^2 \) is the variance (power) of the input signal. When the input signal is not stationary and its variance is varying with time, a time varying estimate of \( \sigma^2 \) is used. That is

\[
\sigma_k^2 = \alpha \sigma_{k-1}^2 + (1-\alpha) \sigma_{k-1}^2
\]  

(10)

Where \( \alpha \) is a factor selected such that \( 0<\alpha<1 \).

Finally, Eq. \( b_{k+1} \) can be written as

\[
b_{k+1} = b_k + \frac{2\varepsilon_k \mu X_k}{(L + 1)\sigma_k^2}
\]  

(11)
III. THE LMS ADAPTIVE ARRAY PROCESSING

Consider the LMS adaptive array shown in Fig. 3. The difference between the reference signal and the array output constitutes an error signal. The error signal is then used to adaptively calculate the complex weights, using a predetermined convergence algorithm. The reference signal is assumed to be an accurate approximation of the desired signal (or desired array response). This reference signal can be computed using a training sequence or spreading code which is supposed to be known at the radar receiver. The format of this reference signal will vary from one application to another. But in all cases, the reference signal is assumed to be correlated with the desired signal. An increased amount of this correlation significantly enhances the accuracy and speed of the convergence algorithm being used. In this section, the LMS algorithm is assumed.

![Figure 3 A linear adaptive array.](image)

In general, the complex envelope of a band pass signal and its corresponding analytical (pre-envelope) signal can be written using the quadrature components pair \((x(t), x(Q))\). Recall that the quadrature components are related using the Hilbert transform as follows:

\[
x(t) = x_I(t) \cos 2\pi f_0 t - x_Q(t) \sin 2\pi f_0 t
\]

(12)

Using this notation, the adaptive output signal, its reference signal and the error signal can also be written using the same notation as

\[
\tilde{s}(t) = s(t) + j\tilde{s}(t)
\]

(13)

\[
\tilde{r}(t) = r(t) + j\tilde{r}(t)
\]

(14)

\[
\tilde{e}(t) = e(t) + j\tilde{e}(t)
\]

(15)

Referencing Fig.3, denote the output of the \(n\)th array input signal as \(s_n(t)\) and assume complex weights is given by

\[
w_n = w_n^I + jw_n^Q = w_n^I - jw_n^Q
\]

(16)

Therefore, the output of the entire adaptive array is

\[
\tilde{s}(t) = \sum_{n=1}^{N} \tilde{s}_n(t) = \sum_{n=1}^{N} w_n \tilde{x}_n(t)
\]

(17)

As discussed earlier, one common technique to achieving the MMSE of an LMS algorithm is to use steepest descent. Thus, the complex weights in the LMS adaptive array are related as defined in

\[
b_{k+1} = b_k - \mu \nabla_k.
\]

That is,
where again \( \mu \) is the convergence parameter.

Rearranging Eq. (18) so that the rate of change between consecutive estimates of the complex weights is one side of the equation yields

\[
W_{k+1} = W_k - \mu \nabla_k
\]  

(18)

The error complex envelope is given by

\[
\tilde{e}(t) = \tilde{r}(t) - \sum_{n=1}^{N} w_n \tilde{x}_n(t) \Rightarrow \tilde{e}(t) = \tilde{r}(t) - \tilde{x}^t W
\]

(20)

Now substituting Eq. (20) in the below equation

\[
\frac{d}{dt} W = \mu E[\tilde{x}^* \tilde{e}(t)]
\]

(21)

Hence the finally equation can be written as

\[
\frac{d}{dt} W = \mu E[\tilde{x}^* (\tilde{r}(t) - \tilde{x}^t W)]
\]

(22)

The covariance matrix is by definition

\[
\mathbf{C} = E[\tilde{x} \tilde{x}^*] = \begin{bmatrix}
\tilde{x}_1^* \tilde{x}_1 & \tilde{x}_1^* \tilde{x}_2 & \ldots \\
\tilde{x}_2^* \tilde{x}_1 & \tilde{x}_2^* \tilde{x}_2 & \ldots \\
\vdots & \vdots & \ddots
\end{bmatrix}
\]

(24)

And the reference signal correlation vector \( \mathbf{s} \) is

\[
\mathbf{s} = E[\tilde{x} \tilde{d}(t)] = E[\tilde{x}_1 \tilde{r} \tilde{x}_2^* \tilde{r} \ldots ]^t
\]

(25)

Using Eq. (24) and Eq. (25), one can rewrite the differential equation (DE) given Eq. (23) as

\[
\frac{d}{dt} W + \mu \mathbf{C} W = \mu \mathbf{s}
\]

(26)

As the size of the covariance matrix increase (i.e., number of channels in the adaptive array) so does the complexity associated with computing the adaptive weights in real time. This is true because computing the inverse of large matrices in real time can be extremely challenging and demands significant amount of computing power. Consequently, the effectiveness of adaptive arrays has been limited to small-sized arrays, where only a few interfering signals can be eliminated (cancelled). Additionally, computing of a good estimate of the covariance matrix in real time is also difficult in practical applications. In order to mitigate that effect, a reasonable estimate for \( E \{x_i, x_j\} \) (the \( i,j \) element of the covariance matrix) is derived by averaging \( m \) independent samples of data from the same distribution. This approach can be extended to the entire covariance matrix by collecting \( M \) independent “snapshots” of data from \( N \) channels. Thus, the estimate of the covariance matrix can be given as,

\[
\mathbf{C} \approx (\tilde{x} \tilde{x}^*) / M
\]

(27)
IV. RESULTS

Case (1): Normalized Radiation pattern for linear array (for N=19)

Case (2): Radiation pattern with different Steering angles using Hamming window technique.
Case (3): Plot for Output response from FIR filter using LMS algorithm.
V. CONCLUSION

Case 1. Presents the Normalized Radiation pattern for linear array (for N=19), Case 2. Presents the Radiation pattern with different Steering angles using Hamming window technique. It is observed that in order to reduce the side-lobe levels, the array must be designed to radiate more power toward the centre and much less at the edges. This can be achieved through tapering (windowing) the current distribution over the face of the array. There are many possible tapering sequences that can be used for this purpose. However, as known from spectral analysis, windowing reduces side-lobe levels at the expense of widening the main beam. Thus, for a given radar application, the choice of the tapering sequence must be based on the trade-off between side-lobe reduction and main-beam widening. Finally the detection of the desired signal from the adaptive array and the output response of FIR filter using LMS algorithm presents in case 3.
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