
                         

Feature Extraction in Content based Video 
Retrieval

Prof. Priyadarshani A. Bandgar
Head, Department of Information Technology Engineering 

JSPM’s BSIOTR(W), Pune, Maharashtra, India 

Pooja Naik
Department of Information Technology Engineering 

JSPM’s BSIOTR(W), Pune, Maharashtra, India 

Reshma Khaire
Department of Information Technology Engineering 

JSPM’s BSIOTR(W), Pune, Maharashtra, India 

Abstract- Video retrieval is a wide spectrum of promising applications, motivating the researchers from worldwide. This 
paper provides an overview of the content-based video retrieval and focus on methods used for the key frame extraction 
in content based video retrieval. It contains video segmentation, feature extraction and similar video retrieval from the 
video database. Here, we are using three methods for features extraction. Finally, we analyze which is the best method for 
the feature extraction of videos from video database or from the internet. 
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I. INTRODUCTION

       A number of video features are based on color, texture and shape attributes. Key frame extraction is one of the 
important method which focused on the video structure analysis. In this method static key frame features, object 
feature and motion framework included. For the video data mining we used the feature extraction. For the 
classification purpose we extract the features among many possible features of video. In this paper color video 
classification is done on feature extracted from average RGB values of color component and it having better 
efficiency and insensitivity. Then on the basis of shape features are extracted with the help of geometric moment 
method. Then texture features are extracted based on co-occurrence method. The features are extracted on the basis 
of above three methods.  

       Video feature extraction and retrieval has attracted much attention in recent years. Feature extraction is 
fundamental in Video retrieval systems. A new feature extraction method based on co-occurrence matrix for texture 
features, average RGB for color features and geometric moment for shape features. Retrieval of Multimedia data is 
an important and promising research field. Content based video retrieval is becoming a highly recommended trend 
in many video retrieval systems. Key frame extraction is the first and foremost step in the process of video retrieval. 
Then the second step is feature extraction. It is fundamental to any kind of video analysis and video application 
since it enables segmentation of a video into its basic components. In order to extract the important   key frames   
from a video, we need to segment it first, usually into shots, and then analyze which will be the most representative 
frame in the set of frames that compose the detected shot. 
      Histograms have been widely used by many video summarization techniques, several models such as have used 
histograms as a visual descriptor. The main reason for using histograms in video summarization is that it provides 
significant information about a frame and it is not computationally expensive. That is reason we use histograms in 
our model. Applying histograms to our problem will provide us the visual information describing the color 
distribution in the frames. We can use this information to group similar frames and extract possible key frames. In 
the concept of histogram evolution is used for summarizing the video. 
      This paper is organized as follows. Section2 contains Related work. Section3 Key frame extraction. Section4 
Methodology, Section 5 summarizes and concludes the paper. 
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II. RELATED WORK 

      Color video classification is done on features extracted from histograms of color components. The benefit of 
using color video histograms are efficiency and insensitivity to small changes in camera view-point i.e. translation 
and rotation. As a case study for validation purpose, experimental trials were done on a database of about 100 videos 
divided into four different classes has been reported and compared on histogram features for RGB. 
      Several methods for retrieving images on the basis of color similarity have been described in the literature, but 
most are variations on the same basic idea. Each image added to the collection is analyzed to compute a color 
histogram which shows the proportion of pixels of each color within the image. The color histogram for each image 
is then stored in the database. At search time, the user can either specify the desired proportion of each color (75% 
olive green and 25% red, for example), or submit an example image from which a color histogram is calculated. 

III. FEATURE EXTRACTION 
      To extract features according to video structural analysis results is the based on static features on key frames. 
These key frames are used for feature extraction. We focus on the visual features suitable for video retrieval. These 
mainly include features of key frames, objects, and motions. Key frames include retrieval of static features like 
color, texture and shape. 

� Static Features of Feature Extraction: 

      In this we extract feature of videos based on Color, Texture, Shape .The key frame is used for feature extraction. 
The key frames of a video reflect the characteristics of the video to some extent. Traditional image retrieval 
techniques can be applied to key frames to achieve video retrieval. The static key frame features useful for video 
indexing and retrieval are mainly classified as color-based, texture-based, and shape-based. 

1. Color-Based Features: 

      Histograms are widely used in computer vision. They can describe the color features when applied to a video 
frame. In this approach, we use a RGB (Red, Green and Blue) histogram of a frame, taking into consideration that 
the videos used in our experiments are colored. The original model uses grayscale histograms when RGB values are 
not present.

Fig: Color Histogram 
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      We use average RGB to calculate color similarity. Average RGB is to compute the average value in R, G, and B 
channel of each pixel in an image, and use this as a descriptor of an image for comparison purpose. Gridded color 
distance is the sum of the color distances in each of the corresponding grid squares. 

      The Average RGB color histogram provides distribution information of colors for a given video frame. Let us 
consider that the values of each color channel goes from 0 to 255, making a total of 256 values and that for a given 
color frame each pixel would contain a combination of these three color channels. Therefore a RGB histogram for a 
frame should be represented by a structure of size 256 * 256 * 256, i.e., the RGB cube. A minute of video usually 
has more than 400 frames, then it would be computationally expensive to operate such a structure for each frame. In 
order to reduce this complexity, we are removing the redundant frames and uses only key frames. 

      For each of the images classified as White a pixel average was generated for each of the RGB coordinates. With 
the average values in hand, the minimum, average and maximum values were calculated. The same procedure was 
carried out for the brown and black tones. These values were then used to put together the fuzzy sets from each of 
the RGB coordinates for each of the classified tones.[2] One can consider that the universes of discourse for this 
system are the values that belong to the interval [0, 255], and which represent the pixel values in RGB, and the 
quantity of points generated is 255. 

2.  Texture-Based Features:  

      Texture is that property of surfaces that describes visual patterns. Co occurrence Matrix method is used for 
Texture-Based Features extraction. Texture represented by pixels gives relative brightness of consecutive pixels and 
finds the degree of contrast, regularity, coarseness and directionality which classifies textures as 'smooth', 'rough' 
etc. Texture is a visual pattern where there are a large number of visible elements densely and evenly arranged. 
      A texture element is a uniform intensity region of simple shape which is repeated. We divide the image into 55 
blocks and compute texture features using Gabor-wavelet filters in each block. The merit of texture-based features is 
that they can be effectively applied to applications in which texture information is salient in videos. However, these 
features are unavailable in non texture video images. Depending on the texture on the foreground and background 
regions in a given video, we will get the trajectories from both parts from input video and from database videos. 
       Many statistical texture features are based on co-occurrence matrices representing second-order statistics of grey 
levels in pixel pairs in an image. The matrices are sufficient statistics of a Markov/Gibbs random field with multiple 
pair wise pixel interactions.   A co-occurrence matrix shows how frequent is every particular pair of grey levels in 
the pixel pairs, separated by a certain distance d along a certain direction a.

Fig: Co-occurrence method 
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      The co-occurrence matrix to make it possible to determine the frequency of appearance of a formed "reason" for 
two pixels separated by a certain distance D in a direction (theta) particular was compared to the horizontal one. 
This definition enables us to choose the parameters of matrices of co-occurrence which give a better percentage of 
classifications. In this study, the percentage of classification for each texture for various values of d =1 and (theta) of 
(0°, 45° 90°, 135°) was determined[4][5]. 

3.  Shape-Based Features:

      Shape goes one step further than color and texture. It requires identification of regions to compare. There have 
been many shape similarity measures suggested for pattern recognition that can be used   to construct shape distance 
measures. Shape is the characteristic surface configuration that outlines an object giving it a definite distinctive 
form. 
      Shape descriptions are an important task in content-based video retrieval. It is a mapping that converts the shape 
space into a vector space and satisfies the requirement that two similar shapes will also have close-to-identical shape 
descriptors. The two-dimensional moment (2-D frame) of 2-D object R is defined as: 

where f (x,y) is the characteristic function describing the intensity of R, and p+q is the order of the moment. 
      The problem of moment-based shape orientation and symmetry classification is jointly considered. A 
generalization and modification of current state-of-the-art geometric moment-based functions is introduced. The 
proposed approach removes the requirement for accurate shape centroid estimation, which is the main limitation of 
moment-based methods, operating in the image spatial domain. The proposed framework demonstrated improved 
performance, compared to state-of-the-art methods [1] 
      Moment functions computed from an image have been extensively used as invariant feature descriptors in 
applications involving pattern recognition, image classification and template matching. They have also been used to 
extract the primary geometrical attributes of an image shape for 2D pose estimation. Geometric moments evaluated 
at high orders tend to become numerically unstable due to the monomial structure of the kernel functions. Image 
coordinate values are usually normalized to a value less than 1 by dividing by the image size, in order to eliminate 
this problem.[3] 

IV. ALGORITHMS USED

1. Euclidean Distance Algorithm: 

      Euclidean Distance Algorithm is used to measure the distance between two pixels in multi-dimensional space 
between two frames. 

     

      The Advantage of Pixel Difference is Simple, Easy to Implement. The Euclidean distance mapping algorithm 
uses mapping of distances between two frames the map labels each pixel of the image with the distance to the 
nearest obstacle pixel. A most common type of obstacle pixel is a boundary pixel in a binary image. Here using this 
algorithm we are going to calculate the distance between two consecutive frames.  The frames from the input video 
and the videos from the databases are extracted and distances between the frames are mapped to find out the videos 
for required input.     
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IV.CONCLUSION 

      We have presented a review on recent developments in visual content-based video retrieval. This paper focused 
on the static features color, texture and shape using methods: average RGB, co-occurrence and geometric moment 
respectively. Using these three methods we extract the static features from query video of frames  and compared it 
with database video of frames. At the end of this survey, we have discussed future directions such as affective 
computing-based video retrieval and distributed network video retrieval. 
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