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Abstract—Wireless Sensor networks of sensor nodes are envisioned to be deployed in the physical environment to 

monitor a wide variety of real-world phenomena. A wireless sensor network can get separated into multiple connected 

components due to the failure of some of its nodes, which is called a “cut.” Here, in this paper, problem of detecting cuts 

by the remaining nodes of a wireless sensor network has been mentioned. Also followed DCD algorithm that allows every 

node to detect when the connectivity to a specially designated node has been lost, and one or more nodes to detect the 

occurrence of the cut. This algorithm is distributed and asynchronous. The Distributed Cut Detection (DCD) algorithm 

proposed here also enables a subset of nodes that experience CCOS events to detect them and find the approximate 

location of the cut in the form of a list of active nodes that lie at the boundary of the cut. The advantage of DCD algorithm 

is that convergence rate of the iterative scheme is quite fast and independent of the size and structure of network. 
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I. INTRODUCTION 

Wireless sensor network is composed of a powerful base station and a set of low-end sensor nodes. Base station and 

sensor nodes have wireless capabilities and communicate through a wireless, multi-hop, ad-hoc network.[3]Wireless 

sensor networks (WSN) have emerged as an important new technology for incrementing and observing the physical 

world. WIRELESS sensor networks (WSNs) are a capable scenario for sensing large areas at high spatial and 

positive resolution. However, the tiny size and low cost of the processing machines that makes them attractive for 

large deployment also causes the loss of low operational reliability[1].Wireless sensor networks (WSN) have 

emerged as an important new technology for incrementing and observing the physical world. The basic building 

block of these networks is a tiny microprocessor integrated with one or more MEMS (micro-electromechanical 

system) sensors, actuators, and a wireless transceiver.[2] A WSN is usually collection of hundreds or thousands of 

sensor nodes. These sensor nodes are often densely deployed in a sensor field and have the ability to gather data and 

route data back to a base station (BS). A sensor has four basic parts: a sensing unit, a processing unit, a transceiver 

unit, and a power unit [5]. Most of the sensor network routing techniques and sensing tasks require knowledge of 

location, which is provided by a location finding system. Wireless sensor network contains large number of nodes 

and each node may be very close to each neighbor. Since WSN should use multihop techniques because it consume 

less power than single hop techniques.  

Multihop techniques can also effectively overcome some of the signal propagation outcomes experienced in long-

distance wireless communication [6]. WSN may also have additional application dependent components such as a 

location finding, system, power generator, and mobilize (Fig. 1). Sensing units are usually composed of two sub 

units: sensors and analog-to-digital converters (ADCs). The ADCs convert the analog signals produced by the 

sensors to digital signals based on the observed phenomenon. The processing unit, which is generally related with a 

small storage unit, controls the procedures that make the sensor node collaborate with the other nodes. A transceiver 

unit connects the node to the network. One of the most important units is the power unit. A power unit may be finite 

(e.g., a single battery) or may be supported by power scavenging devices (e.g., solar cells). 

 CHARACTERSTICS OF WSN  

The important characteristics of a WSN include  

• Limited Power consumption for nodes using batteries or energy harvesting  

• Ability to run with node failures  

• Mobility of nodes  

• Dynamic network topology  
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• Communication failures  

• Heterogeneity of nodes  

• Scalability to large scale of exploitation  

• capacity to survive hard environmental conditions  

• Easy to use  

• Unattended operation  

• Power consumption  

As WSNs are lots of similar to traditional wireless ad hoc networks, important differences exist which greatly 

influence how security is achieved [4]. In [8], I. F. Akyildiz et al proposed the differences between sensor networks 

and ad hoc networks are:  

1. The number of sensor nodes in a sensor network can be several orders of magnitude higher than the nodes in an                           

ad hoc network.  

2. Sensor nodes are densely deployed.  

3. Sensor nodes are lying face down to failures due to harsh environments and energy constraints.  

4. The topology of a sensor network changes very frequently due to failures or mobility.  

5. Sensor nodes are limited in computation, memory, and power resources.  

6. Sensor nodes may not have global identification. 

II. PROBLEM STATEMENT 

Consider a sensor network modeled as a undirected graph G=(V,E), whose node set V represents the sensor nodes 

and the edge set E consists of pair of nodes (u, v) such that nodes u and v can exchange messages between each 

other. Note that we assume inter-node communication is symmetric. An edge (u, v) is said to be incident on both the 

u and v. The nodes that share an edge with a particular node u are called the neighbors of u. A cut is the failure of a 

set of nodes Vcut from G results in G being divided into multiple connected components. Recall that an undirected 

graph is said to be connected if there is a way to go from every node to every other node by traversing the edges, and 

that a component Gc of a graph G is a maximal connected sub graph of G. We are interested in devising a way to 

detect if a subset of the nodes has been disconnected from a distinguished node, which we call the source node, due 

to the occurrence of a cut. 

III. PROBLEMS DUE TO CUTS 

As mentioned above if any node breaks down then the network is separated into different parts so the topology of 

the network changes but still network works. But because partition affects reliability, data loss, QOS of the network, 

efficiency, data processing speed. Because if any data passes unfortunately in a wrong route so data loss occurs this 

also shows unreliability of the network.  

IV. CUT DETECTION IN WSN 

We consider the problem of detecting cuts between nodes of a wireless sensor network. We assume that there is a 

special designated node in the network, which we call the source station or node. Suppose source station may be a 

base station that serves as a mediator between the network and its users; since a cut may or may not separate a node 

from the source node, we distinguish between two distinct outcomes of a cut for a particular node. When a node u 

got disconnected from the source, we can say that a disconnection from Source station so can say that event has 

happened for u. When a cut happens in the network that does not separate a node u from the source node, we can say 

that connected, but a Cut Occurred Somewhere so can say another event has occurred for u. [1]. By �approximate 

location� of a cut we mean the location of one or more active nodes that lie at the boundary of the cut and that are 

connected to the source. Nodes that detect the occurrence and approximate locations of the cuts can then alert the 

source node or the base station. 

V. DISTRIBUTED CUT DETECTION ALGORITHM 

PROCEDURE: DCD(C)ONSIDER S=SOURCE NODE; NEIGHBORS OF NODE S ARE A,B. 

ack=active;  

dack=inactive 

if the node A is active i.e. ack state then 

Wait for 500ms. 
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Send _le to node A. 

else if the node A is deactive nodefailed i.e. dack state then 

file sending to A failed. 

if the node B is active i.e ack state then 

Wait for 500ms. 

Send file to node B. 

else if the node B is deactive nodefailed i.e dack state then 

file sending to B failed. 

 

Algorithm Description 

Here we briefly describe the proposed DCD algorithm. One of the nodes of the network is a specially designed node 

which is always active called as source node". Let G = (V,E) denote the undirected sensor network that consists of 

all the nodes and edges of G that are active at time k, where k = 0, 1, 2 . . . is an iteration (repetitive) counter. Every 

node p of node set V maintains a scalar state (xp) (k) that is iteratively updated.  

1. If no cut occurs or else no node fails then state of every node converges to a positive number. 

2. If a cut occurs at a time T _ 0 which separates the graph G into N connected components (Gs) ,.. . . , GN, where 

the component (Gs) ((Vs)., (Es)) contains the source node, then 

(a) the state of every node disconnected from the source node converges to 0 (deactive) and 

(b) the state of every node in (Vs) converges to a positive number. 

Hence by monitoring the states of the nodes one can know about the status of the network connection. For 

effectiveness we proposed a prototype model by taking small number of nodes and their corresponding edges in the 

graph G. Hence the nodes can effectively detect first if there is any cut occurred and second they are still connected 

to source. We modified this algorithm by adding additional parameters to reduce redundant information at 

destination. We designed it in such a way that once the file is sent from a node, it is sent to its respective neighbors 

so that each and every node has the information. If there is any node failure from where information cannot be 

forwarded and a cut is detected, the information at the nodes is combined and then sent to the destination without the 

occurrence of redundancy.   

VI. EVALUATION OF ALGORITHM 

In this algorithm we are having two phases. One is state update law, it works very efficient to calculate the node 

potentials in electrical network (Gelec,1) when s Ampere current is injected to the source node and extracted to the 

nodes Vfict, with all nodes in V . The other phase of the algorithm consists of monitoring the state of a node, it is 

used to detect the cut occurred. Now we describe about the each phase. 

 

A. State update law 

The nodes use the computed potentials to detect if DOS events have occurred (ie., if they are disconnected from the 

source node). To detect CCOS events, the algorithm uses the fact that the potentials of the nodes that are connected 

to the source node also change after the cut. CCOS detection proceeds by using probe messages that are initiated by 

certain nodes that encounter failed neighbors, if a short path exists around a “hole” created by node failures, the 

message will reach the initiating node. Every node keeps a scalar variable, which is called a state Let G(k) = 

(V(k),E(k)) represent the sensor network that consists of all the nodes and edges of G that are still active at time k, 

where k=| 0,1,2,…. Is an iteration counter. We index the source node as 1. Every node u maintains a scalar state 

xu(k) that is updated. At every iteration k, nodes broadcast their current states. Let Nu(k) = {v|(u,v) € E(k)} denote 

the set of neighbors of u in the graph G(k). Every node in V except the source node updates the following state law. 

Where strength is design parameter: 

1 Xi(k+1) = ------------ � xj(k) + s1{1} (i) (1) Di(k) + 1 j€Ni(k) 

Where di(k) := | Ni(k) | is the degree of node i at time k, and 1A(i) is the indicator function of the set A. That is, 

1{1} (i) = 1 if i=1, and 1{1}(i) = 0 if i=1 and. After that, I can update its neighbor list Ni(k) as follows: if no 

messages have been received from a neighboring node for the past Tdrop iterations, node i drops that node from list 

of neighbors. The integer parameter Tdrop is a design choice. When the network is connected, the state of a node 

converges to its potential in the electrical network (Gelec ,1), which is a positive number. The potential of a node 

that is disconnected from the source is 0; this is the value converges to . If the reconnection occurs after a cut, the 

International Journal of Latest Trends in Engineering and Technology (IJLTET)

Vol. 3 Issue 2 November 2013 248 ISSN: 2278-621X



states of reconnected nodes again converge to positive values. Especially with wireless communication an 

asynchronous update is preferable 

 

B. State monitoring for cut detection 

Theorem 1 shows how the occurrence of a cut in the Network is manifested in the states of the nodes. By analyzing 

their own states, nodes can detect if a cut has occurred. Suppose a cut occurs at some time � > 0 which separates the 

network into n components G source, G2, . . . , Gn, the component G source containing the source node. Since there 

is no source (and therefore no current injection) in each of the components G2, . . . , Gn disconnected from the 

source, it follows from Theorem 1 that the state of every node in each of these components will converge to zero. 

When the potential at a particular node drops below a particular threshold value, the node can declare itself cut from 

the source node. In fact, there may be additional node failures (and even increase in the number of components) after 

the cut appears. Since the state of a node converges to 0 if there is no path to the source, additional time variation in 

the network will not affect cut detection. If additional failures do not occur after the cut occurs, it follows from 

Theorem 1 that the states of the nodes that are in the component G source (which contains the source) will converge 

to new steady state values. So, if a node detects that its state has converted to a steady state, then changed, and then 

again converged to a new steady state value that is different from the initially seen steady state, it concludes that 

there has been a cut somewhere in the network. A node detects when steady state is reached by comparing the 

derivative of its state (with respect to time) with a small number � that is provided a-priori. The parameters s and � 

are design variables. It updates its state from that neighbor, in the asynchronous setting every node keeps a local 

iteration counter that may differ from those of other nodes by arbitrary amount. 

The source node is at the center. The nodes 3b fail at k = 100, and thereafter they do not participate in 

communication or computation. Figs. The state of a node u decays to 0 after reaching a positive value, where the 

state of node v says positive. 

VII. SECURITY SCHEMES 

A Strong Hiding Commitment Scheme 

A strong hiding commitment scheme (SHCS), which is based on symmetric cryptography. Assume that the sender 

has a packet for Receiver. First, S constructs commit( message ) the commitment function  is an off-the-shelf 

symmetric encryption algorithm is a publicly known permutation, and k  is a randomly selected key of some desired 

key length s (the length of k is a security parameter). Upon reception of d, any receiver R computes. 

 

Cryptographic Puzzle Hiding Scheme 

A sender S has a packet m for transmission. The sender selects a random key k , of a desired length. S generates a 

puzzle (key, time), where puzzle() denotes the puzzle generator function, and tp denotes the time required for the 

solution of the puzzle. Parameter is measured in units of time, and it is directly dependent on the assumed 

computational capability of the adversary, denoted by N and measured in computational operations per second. 

After generating the puzzle P, the sender broadcasts (C, P). At the receiver side, any receiver R solves the received 

puzzle to recover key and then computes. 

  

Hiding based on All-Or-Nothing Transformations 

The packets are pre-processed by an AONT before transmission but remain unencrypted. The jammer cannot 

perform packet classification until all pseudo-messages corresponding to the original packet have been received and 

the inverse transformation has been applied. Packet m is partitioned to a set of x input blocks m = {m1, m2, m3….}, 

which serve as an input to an The set of pseudo-messages m = {m1, m2, m3,…..} is transmitted over the wireless 

medium. 

VIII. CONCLUSION 

The DCD algorithm we propose here enables every node of a wireless sensor network to detect DOS (Disconnected 

frOm Source) events if they occur. A key strength of the DCD algorithm is that the convergence rate of the 

underlying iterative scheme is quite fast and independent of the size and structure of the network, which makes 

detection using this algorithm quite fast. Application of the DCD algorithm to detect node separation and 

reconnection to the source in mobile networks could be the enhancement to this topic. 

International Journal of Latest Trends in Engineering and Technology (IJLTET)

Vol. 3 Issue 2 November 2013 249 ISSN: 2278-621X



 

 

Also Security schemes applied on nodes will prevent cuts being generated in network.   
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