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1. INTRODUCTION 

Data Mining includes use of complicated data analyzing tools to find out former unknown & valid patterns & relationships in 

huge data sets. These type of tools could include various mathematical algorithms, statistical models, & machine learning 
methods such as neural networks or like decision trees. According to it, data mining includes more than collecting & 

managing, analysis & calculation of  data.  

 

 
Fig 1 Data Mining 

 

Objective of data mining is to find potentially useful, valid, novel, understandable correlations & patterns in  present data.  To 

Find useful patterns in  data is known as various names.   term data mining was primarily used by database researchers, 

statisticians, & business communities.  Term KDD facts  on overall process of finding  practical knowledge from  data, where 

data mining  meticulously steps in this process. 

The data mining technique of cluster would be mechanism learning technique used to group of cluster comments into sets of 

data to convene of observations without any prior information of those relationships. The algorithm attempts to prove in 

which category, or cluster, data belong to, within  number of clusters being defined by  value k. 
This clustering algorithm is that some clustering techniques & it is usually used in medical imaging & related fields. 

Function of k-means Algorithm  

K-mean clustering algorithm is a famous  compartment method. In it objects are classified as belonging to one of K-groups.  

Result of partitioning method is a set of K clusters, some object of data set belonging to one cluster. The k-mean algorithm 

group of explanation into k groups. The cluster k is afford as an enter data of cluster in same parameter . It then assigns each 

observation to clusters based upon  observation’s proximity to  mean of  cluster.  cluster’s mean is then recomputed &  

process begins again. Here’s how  algorithm works: 

The algorithm arbitrarily selects k points as  initial cluster centers. 
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Every aim in  dataset Is allocate to  locked cluster, establish upon  Euclidean distance between some point in same cluster 

centre. 

Every cluster centre is recomputed as  average of  points in that cluster. 

Steps two & three repeat until  clusters converge. The meeting might be explain in a different way depending upon  

enhancement, but it usually means that either no explanation change clusters when steps two & three are repeated, or that  

changes do not make a material difference in  definition of  clusters. 
 

2. REQUIREMENTS OF CLUSTERING IN DATA MINING 

Scalability − we need highly scalable clustering algorithms to deal within large databases. 

Ability to deal within different kinds of attributes − Algorithms should be capable to be applied on any kind of data such as 

interval-based (numerical) data, categorical, & binary data. 

Discovery of clusters within attribute shape − clustering algorithm should be capable of detecting clusters of arbitrary shape.  

High dimensionality − clustering algorithm should not only be able to handle low-dimensional data but also high dimensional 

space. 

Power to deal within noisy data – The record of data is contain noisy, losing or mistaken data. The algorithms are delicate to 

like data & might lead to low quality clusters. 

Interpretability − clustering results should be interpretable, comprehensible, & usable. 
 

3. LITERATURE SURVEY 

Bhagyashree U. (2011) “Overview of K-means & Expectation Maximization Algorithm for Document Clustering”  

Traditional tools for investigate a group of documents including multiple levels of exploration techniques to answer questions 

& proceeded digital evidence related to investigation. However, these techniques stop short of allowing investigator to search 

for documents that belong to a certain subject he is interested in, or to group documents. Most importantly, it is observed that 

clustering algorithms find out similar words & collect them in a single cluster which helps forensic examiner for detection. 

David J.  et al. (2012) “Data Mining in Social Networks”  

Several techniques for learning statistical models have been developed recently by researchers in machine learning & data 

mining. Some classified must forward a similar group of representative algorithmic selected & must face a group of 

arithmetical issue unique to learning from relational data. 

Navjot  Kaur (2012) wrote on “Efficient K-Means Clustering Algorithm Using Ranking Method In Data Mining”  
This paper is intended to give introduction about K-means clustering & its algorithm. Experimental results of K-means 

clustering & its performance in case of execution time are discussed here. But there are certain limitations in K-means 

clustering algorithm such as it takes more time for execution. 

Aarti Sharma (2014) “Application of Data Mining – A Survey Paper”  

This technique should be latest & powerful  tools in a  new field having various mechanism. It exchange data into helpful 

information in several research area. This technique  to search patterns to selected  future fashion  in medical field. Data 

mining is a process of a decision support & search for patterns of information in data. 

D. Asir Antony (2016) “Performance Analysis on Clustering Approaches for Gene Expression Data” 

This paper conducted an empirical study on various clustering algorithms in order to observe their performance on gene 

expression data in terms of sum of squared error & log likelihood. Author has been explain to  functioning of  clustering 

algorithms specifically density based clustering, expectation maximization clustering & K-means clustering are evaluated on 
various gene expression data. 

 

4. CLASSIFICATION OF DATA MINING SYSTEM 

Data mining systems could be categorized according to various criteria as follows: 

Classification of data mining systems according to type of data sources mined: This classification is according to type of data 

handled such as spatial data, multimedia data, time-series data, text data, World Wide Web, etc. 

Classification of data mining systems according to database involved: This classification based on data model involved such 

as relational database, object-oriented database, data warehouse, transactional database, etc. 

Classification of data mining systems according to kind of knowledge discovered: This classification based on kind of 

knowledge discovered or data mining functionalities, such as characterization, discrimination, association, classification, 

clustering etc. Some systems tend to be comprehensive systems offering several data mining functionalities together. 
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Fig 2 Classification Data mining 

 

Classification of data mining systems according to mining techniques used: This classification is according to data analysis 

approach used such as machine learning, neural networks, genetic algorithms, statistics, visualization, database oriented or 

data warehouse-oriented, etc.  Classification could also take into account degree of user interaction involved in data mining 

process such as query-driven systems, interactive exploratory systems, or autonomous systems. 
 

5. K-MEAN CLUSTERING PROCESS 

Suppose we have following data set 

2 5 6 8 12  15 18 28 30 

Suppose K=3 

C1=2 

C2=12 

C3=30 

 

2 5 6 8 12 15 18 28 30 

C1    C2    C3 

So cluster according to distance are as follow 
12-2>5-2 

So cluster for data point 5 is C1 

6-2>12-6 

So cluster for data point 6 is C1 

In same way cluster would be assigned 

 

2 5 6 8 12 15 18 28 30 

C1 C1 C1 C2 C2 C2 C2 C3 C3 

 

Data member of C1 are 2,5,6 

Data Member for C2 are 8,12,15,18 

Data Member for C3 are 28,30 

 

So mean of cluster C1 is (2+5+6)/3=4.3 

So mean of cluster C2 is (8+12+15+18)/4=13.25 

So mean of cluster C3 is (28+30)/2=29 

 

Now distance would be recalculated with new mean &  cluster of data point would be changed according to new distance 

 

2 5 6 8 12 15 18 28 30 

C1 C1 C1 C2 C2 C2 C2 C3 C3 

 

For example take 8 from C2 cluster  

Now recalculate  distance  

8-4.3=3.7 

13.25-8=5.25 

So now  distance of 8 from C1 is less than C2 so now 8 would be member of C1 
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6. SCOPE OF RESEARCH 

That data is very vast data sets that could be analyzed computationally in order to check associations. In this research 

objective is to handle such vast data set or big data because this research focuses to enhance  existing clustering mechanisms 

in order to filter data from big data sets. As everybody knew that IT investment is interested in managing & maintaining big 

data. Pattern used by us could be relating to human behavior & interactions. There are several essential to use vast data set to 

make analysis of performance of enhanced clustering mechanism.    
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