First and Second Order Training Algorithms for Artificial Neural Networks to Detect the Cardiac State
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Abstract- In this paper two minimization methods for training feedforward networks with backpropagation are discussed. Feedforward network training is a special case of functional minimization, where no explicit model of the data is assumed. Due to the high dimensionality of the data, linearization of the training problem using orthogonal basis function is one of the options. The focus is functional minimization on a different basis. Two different methods, one based on local gradient and the other on Hessian matrix are discussed. MIT-BIH arrhythmia datasets are used to detect six different beats to know the cardiac state. The beats are Normal (N) beat, Left Bundle Branch Block (L) beat, Right Bundle Branch Block(R) beat, premature ventricular contraction (V) beat, paced (PA) beat and fusion of paced and normal (f) beat.
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I. INTRODUCTION

For feed-forward neural network having differentiable activation functions, there exists a powerful and computationally efficient method[1]-[3]. This method is known as error backpropagation, finds the derivatives of an error function with respect to the weights and biases of the network. These derivatives play a central role in the majority of the training algorithms for multi-layer networks. The simplest backpropagation technique involves steepest descent. The backpropagation technique works in two stages. In the first stage the error function is propagated backward through the network to evaluate the derivatives such as Jacobian and Hessian matrices, whereas in a second stage the weight adjustment using the calculated derivatives and different optimization schemes is taken. This particular type of training of the neural network is known as performance learning, apart from other methods for training the network, such as associative learning and competitive learning. There are several optimization schemes other than simple steepest descent such as conjugate gradient, scaled conjugate gradients, Newton’s method, Quasi-Newton methods, Limited memory quasi-Newton methods and Levenberg-Marquardt algorithm. This work is limited to two optimization schemes, i.e. steepest descent and conjugate gradients.

ECG gives the first hand information about the health of the heart. Deviation in the electrical conduction in the heart from the normal conduction, known as arrhythmia, is reflected in the ECG. Automatic arrhythmia detection is necessary as manual verification of ECG for long period is a tedious job. In the past a number of authors have developed different techniques to detect arrhythmias. In [4] hermitian bias function and K-nearest neighbor(Knn) is used for classification of arrhythmias. In[5]the authors used principal component analysis(PCA) in the hybrid multilayered perceptron network (HMLP).Dual tree complex wavelet transform(DTCWT)is used in[6] by Thomas, Das & Ari to classify five different types of ECG beats.Fuzzy classifier is used in [7]by the authors in the first stage with an accuracy of 93.34% and then improved to 98.64% in the second stage by applying genetic algorithm. In [8] PCA is applied to the statistical feature extracted from the spectral correlation of ECG data and then support vector machine(SVM) is applied to classify the five different ECG beats with an accuracy of 98.60%. In [9]the accuracy of ECG classification is 96.2± 3.4% using SVM. In [10] Yu and Chou applied Independent Component
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Analysis(ICA) & neural network for classifying eight different ECG beats with maximum accuracy of 98.37%. In [11] and [12] Dash & Rao applied balanced training datasets and optimized the hidden layer neurons for better accuracy and quick convergence of artificial neural network. In [13] Wigner-Ville transformation is used to classify the four different classes of arrhythmia beats. In this paper we have analyzed in details the principles behind the steepest descent and conjugate gradient optimization techniques. Six different classes of arrhythmia beats were classified using these two methods to verify their performance.

The rest of the paper is arranged as follows. Section II explains gradient, Hessian matrix, 1st and 2nd order conditions for optimization, characteristics of quadratic function, line search, steepest descent and conjugate gradient algorithms. Section III discusses the classification result. Section IV gives the conclusion.

II. METHODS

2.1 Analysis of Performance Surface

The error (performance) surface $E(\mathbf{w})$ of the neural network is a function of all weights and biases $\mathbf{w}$, which is a vector. The Taylor’s series expansion of $E(\mathbf{w}) = E(w_1, w_2, ..., w_n)$ at $\mathbf{w} = \mathbf{w}^*$ is

$$E(\mathbf{w}) = E(\mathbf{w}^*) + [\nabla E(\mathbf{w})]_{\mathbf{w}=\mathbf{w}^*}^T (\mathbf{w} - \mathbf{w}^*) + \frac{1}{2} (\mathbf{w} - \mathbf{w}^*)^T [\nabla^2 E(\mathbf{w})]_{\mathbf{w}=\mathbf{w}^*} (\mathbf{w} - \mathbf{w}^*) + ...$$  \hspace{1cm} (1)

Where $\nabla E(\mathbf{w})$ is the gradient, and is defined as

$$\nabla E(\mathbf{w}) = \left[ \frac{\partial}{\partial w_1} E(\mathbf{w}), \frac{\partial}{\partial w_2} E(\mathbf{w}), ..., \frac{\partial}{\partial w_n} E(\mathbf{w}) \right]^T$$  \hspace{1cm} (2)

and $\nabla^2 E(\mathbf{w})$ is the Hessian matrix defined as

$$\nabla^2 E(\mathbf{w}) = \begin{bmatrix}
\frac{\partial^2}{\partial w_1 \partial w_1} E(\mathbf{w}) & \frac{\partial^2}{\partial w_1 \partial w_2} E(\mathbf{w}) & \cdots & \frac{\partial^2}{\partial w_1 \partial w_n} E(\mathbf{w}) \\
\frac{\partial^2}{\partial w_2 \partial w_1} E(\mathbf{w}) & \frac{\partial^2}{\partial w_2 \partial w_2} E(\mathbf{w}) & \cdots & \frac{\partial^2}{\partial w_2 \partial w_n} E(\mathbf{w}) \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial^2}{\partial w_n \partial w_1} E(\mathbf{w}) & \frac{\partial^2}{\partial w_n \partial w_2} E(\mathbf{w}) & \cdots & \frac{\partial^2}{\partial w_n \partial w_n} E(\mathbf{w})
\end{bmatrix}$$  \hspace{1cm} (3)

The directional derivative of the performance index $E(\mathbf{w})$ along the vector $\mathbf{d}$ can be computed from

$$\frac{d}{d \mathbf{d}} \nabla E(\mathbf{w}) = \frac{\nabla^2 E(\mathbf{w}) \mathbf{d}}{||\mathbf{d}||^2}$$  \hspace{1cm} (4)

The second derivative along $\mathbf{d}$ can also be computed from

$$\frac{d^2}{d \mathbf{d}^2} E(\mathbf{w}) = \frac{d}{d \mathbf{d}} \nabla \nabla E(\mathbf{w}) = \frac{\nabla^2 \nabla E(\mathbf{w}) \mathbf{d}}{||\mathbf{d}||^2} = \frac{\nabla^3 E(\mathbf{w}) \mathbf{d}}{||\mathbf{d}||^4}$$  \hspace{1cm} (5)

1. The point $\mathbf{w}^*$ is a strong minimum of $E(\mathbf{w})$ if for all $\Delta \mathbf{w}$, $E(\mathbf{w}^*) < E(\mathbf{w}^* + \Delta \mathbf{w})$.
2. The point $\mathbf{w}^*$ is a unique global minimum of $E(\mathbf{w})$ if for all $\Delta \mathbf{w} \neq 0$, $E(\mathbf{w}^*) < E(\mathbf{w}^* + \Delta \mathbf{w})$.
3. The point $\mathbf{w}^*$ is weak minimum of $E(\mathbf{w})$ if for all $\Delta \mathbf{w}$, $E(\mathbf{w}^*) \leq E(\mathbf{w}^* + \Delta \mathbf{w})$.

2.2 Necessary Conditions For Optimality-

After defining the optimum (minimum) point, the conditions necessary for such point is to be identified.
2.2.1 First-order Condition-

Gradient must be zero at the minimum point i.e.
\[ \nabla E(w)|_{w=w^*} = 0 \] (6)

Proof-
Putting \( \Delta w = w - w^* \) in (1) and taking \( \| \Delta w \| \ll \) Taylor’s series expansion (after neglecting the 2\textsuperscript{nd} and higher order term of \( \Delta w \)) is approximated as

\[ E(w) = E(w^*) + [\nabla E(w)|_{w=w^*}] \Delta w \]

As \( w^* \) is the minimum point of the function \( E \), any point \( w \) other than \( w = w^* \), function \( E(w) \geq E(w^*) \).

This is possible if

\[ [\nabla E(w)|_{w=w^*}] \Delta w \geq 0. \]

If \( \Delta w \neq 0 \) then
\[ E(w) = E(w^* + \Delta w) \geq E(w^*) \]

But \( E(w) = E(w^* - \Delta w) \leq E(w^*) \) which is a contradiction. Hence, for any \( \Delta w, [\nabla E(w)|_{w=w^*}] \Delta w = 0 \). This is true only when \( [\nabla E(w)|_{w=w^*}] = 0 \) that is gradient must be zero at the minimum point. Any point \( w = w^* \) that satisfies \( [\nabla E(w)|_{w=w^*}] = 0 \) is known as stationary point. \( w^* \) is also a stationary point.

2.2.2 Second-order Condition-

The sufficient condition for a strong minimum to exist is that the Hessian matrix must be positive definite. The minimum is strong if from the Taylor series the second order term
\[ \nabla^2 E(w)|_{w=w^*} = 0 \] (7)

but the third order term \( \nabla^3 E(w)|_{w=w^*} > 0 \). Therefore the second order necessary condition for strong minimum is that the Hessian matrix must be positive semidefinite.

Since the gradient of \( E(w) \) is zero at stationary point \( w^* \), the Taylor series expansion is

\[ E(w^* + \Delta w) = E(w^*) + \frac{1}{2} \Delta w^T [\nabla^2 E(w)|_{w=w^*}] \Delta w + \cdots \]

For small \( \| \Delta w \| \), \( E(w) \) can be approximated by the first two terms neglecting the 3\textsuperscript{rd} and higher order terms of \( \Delta w \). Thus, strong minimum at \( w^* \) exists if

\[ \Delta w^T [\nabla^2 E(w)|_{w=w^*}] \Delta w > 0. \]

This is possible if the Hessian matrix \( H = \nabla^2 E(w)|_{w=w^*} \) is positive definite. \( H \) is positive definite only when \( z^T Hz > 0 \) where \( z \) is any vector. \( H \) is positive definite if all of its eigenvalues are positive. Similarly \( H \) is positive semidefinite if all of its eigenvalues are nonnegative. For positive semidefinite \( z^T Hz \geq 0 \).
The necessary conditions for \( \mathbf{w}^* \) to be minimum, strong/weak of \( \mathbf{E}(\mathbf{w}) \) are
\[
\nabla \mathbf{E}(\mathbf{w})|_{\mathbf{w}=\mathbf{w}^*} = 0
\]
and
\[
\mathbf{H} = \nabla^2 \mathbf{E}(\mathbf{w})|_{\mathbf{w}=\mathbf{w}^*} \succeq 0 \quad \text{(positive semidefinite)}
\]

The sufficient conditions for \( \mathbf{w}^* \) to be minimum, strong/weak of \( \mathbf{E}(\mathbf{w}) \) are
\[
\nabla \mathbf{E}(\mathbf{w})|_{\mathbf{w}=\mathbf{w}^*} = 0
\]
and
\[
\mathbf{H} = \nabla^2 \mathbf{E}(\mathbf{w})|_{\mathbf{w}=\mathbf{w}^*} > 0 \quad \text{(positive definite)}
\]

2.3 Quadratic Functions

The general form of a quadratic function is
\[
\mathbf{E}(\mathbf{w}) = \frac{1}{2} \mathbf{w}^T \mathbf{H} \mathbf{w} + \mathbf{b}^T \mathbf{w} + \mathbf{E}_0
\]
where matrix \( \mathbf{H} \) is symmetric.(if not symmetric it can be replaced by a symmetric matrix that produces the same \( \mathbf{E}(\mathbf{w}) \))

From equation (8) we can compute
\[
\nabla \mathbf{E}(\mathbf{w}) = \mathbf{H} \mathbf{w} + \mathbf{b}
\]
and
\[
\nabla^2 \mathbf{E}(\mathbf{w}) = \mathbf{H}
\]

Now define vector \( \mathbf{d} \) as
\[
\mathbf{d} = \mathbf{B} \mathbf{E}_0
\]
where \( \mathbf{B} \) is the matrix of eigenvectors of the Hessian matrix \( \mathbf{H} \) and \( \mathbf{E}_0 \) is the representation of vector \( \mathbf{d} \) with respect to eigenvector of \( \mathbf{H} \).

\[
\mathbf{H} = \mathbf{B} \lambda \mathbf{B}^T
\]

and
\[
\lambda = \begin{bmatrix}
\lambda_1 & 0 & \cdots & 0 \\
0 & \lambda_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \lambda_n
\end{bmatrix}
\]

where \( \lambda_i \) is the eigenvalue of Hessian matrix \( \mathbf{H} \).

With equations (5) (11) & (12) we can rewrite equation (5) as
\[
\frac{\mathbf{d}^T \mathbf{H} \mathbf{E}_0}{\|\mathbf{d}\|^2} = \frac{\mathbf{E}_0^T \mathbf{B}^T (\mathbf{B} \lambda \mathbf{B}^T) \mathbf{E}_0}{\mathbf{E}_0^T \mathbf{B}^T \mathbf{B} \mathbf{E}_0} = \frac{\mathbf{E}_0^T \lambda \mathbf{E}_0}{\mathbf{E}_0^T \mathbf{E}_0} = \frac{\sum_{i=1}^{n} \lambda_i \mathbf{E}_{0i}^2}{\sum_{i=1}^{n} \mathbf{E}_{0i}^2}
\]

The above equation tells that this second derivative is just a weighted average of the eigenvalues, hence lies between the maximum and minimum of the eigenvalues.

\[
\lambda_{\min} \leq \frac{\mathbf{d}^T \mathbf{H} \mathbf{d}}{\|\mathbf{d}\|^2} \leq \lambda_{\max}
\]

Substituting \( \mathbf{z}_{\max} \) (eigenvector corresponding to \( \lambda_{\max} \)) for \( \mathbf{d} \) in Eq.(13) we obtain
\[
\frac{\mathbf{z}_{\max}^T \mathbf{H} \mathbf{z}_{\max}}{\|\mathbf{z}_{\max}\|^2} = \frac{\sum_{i=1}^{n} \lambda_i \mathbf{E}_{0i}^2}{\sum_{i=1}^{n} \mathbf{E}_{0i}^2} = \lambda_{\max}
\]
The above equation shows that the maximum second derivative occurs in the direction of the eigenvector corresponding to the largest eigenvalue. (In each of the eigenvector directions, the second derivatives are equal to the corresponding eigenvalue. In other directions in the second derivative is the weighted average of the eigenvalues.) The eigenvalues are the second derivatives in the directions of the eigenvectors. The eigenvectors are known as the principal axes of the function contours as shown in Fig 1. In case the contour is an ellipse (Hessian matrix is 2x2) the minimum curvature will occur in the direction of first eigenvector \( z_1 \). This means that we will cross the contour lines more slowly in this direction. The maximum curvature will occur in the direction of 2\(^{nd}\) eigenvector \( z_2 \). Therefore, we will cross the contour lines more quickly in this direction.

\[
z_1(\lambda_{\text{min}}) \\
z_2(\lambda_{\text{max}})
\]

Fig.1 Contour of 2X2 Hessian matrix with principal axes.

The followings are the characteristics of the quadratic function.

1. If all the eigenvalues of Hessian matrix are positive, then the function will have a single strong minimum.
2. If all the eigenvalues of Hessian matrix are negative, then the function will have a single strong maximum.
3. If some of the eigenvalues of the Hessian matrix are positive and others are negative, then the function will have a single saddle point.
4. If all the eigenvalues are nonnegative, with some are zero, then the function will either have a weak minimum or will have no stationary points.
5. If all the eigenvalues are nonpositive, with some are zero, then the function will either have a weak maximum or will have no stationary points.

We have already investigated the performance surface. Now we will develop algorithms to search the performance space and locate the minimum points of the surface \( E(w) \). (By optimizing the weights and biases for a given neural network) If \( w_0 \) is the initial guess this can be updated the equation

\[
w_{k+1} = w_k + \alpha_k d_k
\]  
\[
\Delta w_k = w_{k+1} - w_k = \alpha_k d_k
\]  

Where \( d_k \) is the search direction and \( \alpha_k \) is the learning rate.

2.4 Line Search

Some search direction in the weight space to find the minimum of the error function along that direction is known as Line Search. In gradient descent the direction at each step is given by the local negative gradient of the error function (weight) and the step size is determined by learning rate. Let \( \mathbf{w}(t) \) be the weight vector and \( \mathbf{d}(t) \) be the search direction at step \( t \) in the weight space. The next value of weight vector \( \mathbf{w}(t + 1) \) along the search direction is given as
Where \( a(\tau) \) is the parameter to minimize

\[
\mathbf{w}(\tau + 1) = \mathbf{w}(\tau) + a(\tau)d(\tau)
\]

\( a(\tau) \) may be different for different step or constant (\( a \)). In steepest descent algorithm \( a \) is constant. For varying \( a \) at each step may speed up the convergence.

2.5 Steepest Descent-

While updating the guess for the optimum point using Eq.(16) at each iteration the performance index decreases i.e. \( E(\mathbf{w}_{k+1}) < E(\mathbf{w}_k) \). Now we have to choose the direction of \( \mathbf{d}_k \) so that we will move downhill of the performance surface. Consider the first order Taylor’s series expansion of \( E(\mathbf{w}_k) \) about the old guess \( \mathbf{w}_k \).

\[
E(\mathbf{w}_{k+1}) = E(\mathbf{w}_k + \Delta \mathbf{w}_k) \approx E(\mathbf{w}_k) + \mathbf{g}_k^T \Delta \mathbf{w}_k
\]

Where \( \mathbf{g}_k = \nabla E(\mathbf{w}_k)|_{\mathbf{w}=\mathbf{w}_k} \).

\[
E(\mathbf{w}_{k+1}) \) to be less than \( E(\mathbf{w}_k) \), \( \mathbf{g}_k^T \Delta \mathbf{w}_k \) must be negative, i.e.

\[
\mathbf{g}_k^T \Delta \mathbf{w}_k = \alpha_k \mathbf{g}_k^T \mathbf{d}_k < 0
\]

For small learning rate \( \alpha_k \) which is positive \( \mathbf{g}_k^T \mathbf{d}_k \) must be less than zero.

Hence

\[
\mathbf{d}_k = -\mathbf{g}_k
\]

\[
\mathbf{w}_{k+1} = \mathbf{w}_k - \alpha_k \mathbf{g}_k
\]

2.6 Conjugate Gradient Algorithm

The derivation of the steepest descent algorithm is based on first order Taylor’s series expansion, whereas the conjugate gradient algorithm is based on the second order Taylor’s series. When the other second order algorithm, Newton’s method[14] converges in finite number of iterations, if the error surface is quadratic only. It needs to calculate and store the second order derivatives, which is impractical when the parameters are large. This is true with neural networks, where the number of weights can be several hundreds to thousands. In this case a method that requires a first derivative only, but still has quadratic termination is desirable. The steepest descent algorithm with linear search at each iteration, the search directions at consecutive iterations are orthogonal. For a quadratic function with elliptical contours this produces a zig-zag trajectory of short steps which are not the best choice. Conjugate directions search guarantees quadratic termination.

A set of vectors \( \{\mathbf{d}_k\} \) is mutually conjugate with respect to a positive definite Hessian matrix \( \mathbf{H} \) if and only

\[
\mathbf{d}_k^T \mathbf{H} \mathbf{d}_j = 0 \quad \forall \ k \neq j
\]

With orthogonal vectors, there are an infinite number of mutually conjugate sets of vectors in the given n-dimensional space. One set of conjugate vectors are the eigenvectors of \( \mathbf{H} \). If \( \{\lambda_1, \lambda_2, ..., \lambda_n\} \) and \( \{z_1, z_2, ..., z_n\} \) are the eigenvalues and eigenvectors respectively of the Hessian matrix \( \mathbf{H} \), then

\[
\lambda_k \mathbf{z}_j^T \mathbf{z}_j = 0 \quad \forall \ k \neq j
\]

The above equation shows that eigenvectors of a symmetric matrix are mutually orthogonal and conjugate. Though the quadratic function can be minimized exactly by searching along the eigenvectors of matrix \( \mathbf{H} \), practically it will
not help much as in each iteration the $H$ matrix is to be calculated. Development of an algorithm without calculating Hessian matrix is described. The conjugacy condition is restated without using Heessian matrix. Consider the quadratic error function

$$E(w) = \frac{1}{2} w^T H w + b^T w + E_0$$

Where the gradient $\nabla E(w) = H w + b = g$

Change in the gradient $\Delta g_k = g_{k+1} - g_k = H \Delta w_k$

As $\Delta w_k = w_{k+1} - w_k = \alpha_k d_k$ and $\alpha_k$ is chosen to minimize $E(w)$ in the direction of $d_k$.

The conjugacy condition in (25) is now restated as

$$\alpha_k d_k^T H d_j = \Delta w_k^T H d_j = \Delta g_k^T d_j = 0 \quad \forall \ k \neq j$$

(27)

Now the conjugacy condition is restated as the changes in the gradient at successive iterations instead of the Hessian matrix. The search directions are conjugate if they are orthogonal to the changes in the gradient.

Algorithm-

1. The first search direction $d_0$ is negative of the gradient $g_0$.
2. The other search directions $d_{k+1}$ is a vector orthogonal to $\Delta g_k$, where $k > 1$. Using a procedure similar to Gram-Schmidt orthogonalization [15] $d_k = -g_k + \beta_k d_{k-1}$.
3. The coefficient $\beta_k$ for the Polak-Ribiere algorithm is $\beta_k = \frac{\Delta g_k^T (g_{k+1} - g_k)}{g_k^T g_k}$

III. RESULTS AND DISCUSSION

MIT-BIH arrhythmia data [16] were used for this work. Total 998 arrhythmia beats from all six classes were considered for classification both by steepest descent backpropagation neural network (SDNN) and complex conjugate backpropagation neural network (CGNN). The network was trained by 90 patterns, taking 15 patterns from each class. Three layer neural network with 35 neurons in the hidden layer was used. The binary neural network was used for this multiclass classification. In SDNN variable learning rate was used for early convergence. The network was trained in 1000 iterations. In CGDN convergence was very fast. The binary networks were converged in 75, 14, 104, 103, 16 and 60 iterations only. The confusion matrix for both the techniques is given in table-1. Three performance parameters were considered for evaluation of the classifiers. The terms used in evaluating the system is defined as

TP: true positive,  TN: true negative  FP: false positive,  FN: false negative

$$P_c = \frac{TP + FN}{TP} \quad N_c = FP + TN \quad TP$$

$$\text{sensitivity} = \frac{TP}{TP + FN}$$

$$\text{specificity} = \frac{TN}{TN + FP}$$

$$\text{accuracy} = \frac{TP + TN}{P_c + N_c}$$

(28)  (29)  (30)

Assessment matrix in table-2 shows the values of different parameters, for SDNN & CGNN. Accuracy in case of CGNN is more than 99.00% for all the classes, whereas sensitivity and specificity are 100% for two classes.
Table 2. Assessment Matrix of SDNN & CGNN

<table>
<thead>
<tr>
<th></th>
<th>SDNN</th>
<th>CGNN</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>L</td>
</tr>
<tr>
<td>N</td>
<td>703</td>
<td>0</td>
</tr>
<tr>
<td>L</td>
<td>0</td>
<td>87</td>
</tr>
<tr>
<td>R</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>V</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>PA</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>f</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2. Assessment Matrix of SDNN & CGNN

IV. CONCLUSION

The principles of both the optimization techniques are discussed in details. From the analysis, it was found that conjugate gradient was developed for early convergence, which is the main drawback of the steepest descent method. In the experiment, CGNN was converged in just 14 iterations the lowest to highest iterations of 104. The overall performance of CGNN is better than SDNN. Further improvement in conjugate gradient method can be done by judiciously selecting the initial direction.
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