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I. INTRODUCTION  
The prevalence of emerging infectious diseases in humans has increased within the recent past and also threatens to 
increase in the near future. Dengue, a Flavivirus and Chikungunya, an Alphavirus, transmitted by Aedes mosquitoes, 
[1] are a cause of great concern to public health in India, especially in delta regions. Because of a number of factors, 
including urbanization, globalization of travel, and lack of efficient chemical pesticide-based vector control 
interventions, these infections have re-emerged as a significant international community health problem. 
Chikungunya fever resembles Dengue fever, and is characterized by severe, sometimes persistent, joint pain 
(arthritis), as well as fever and rash [2]. Diagnosis of Dengue starts with a clinical suspicion, prompted by the 
recognition of a collection of presenting symptoms and signs. In the early acute febrile phase of illness, Dengue 
patients often present with a history of sudden onset fever, which is often accompanied by nausea, aches and pains.  
As, the clinical manifestations of Chikungunya fever resemble those of Dengue fever it has to be distinguished from 
Dengue fever. [3] Co-occurrence of both fevers has been observed in Tamil Nadu state of India thus highlighting the 
importance of strong clinical suspicion and efficient laboratory support. It has been postulated that many cases of 
Dengue virus infection are misdiagnosed and that the incidence of CHIKV infection is much higher than reported 
[4].Therefore, the present study was undertaken to diagnose Chikungunya infection in clinically suspected Dengue 
patients and the vice–versa.  
Most of the research studies done on Dengue, involves weather parameters, considering the significance of weather 
variables in spreading DF. However, it is difficult to find a research that is using the same Dengue data to do the 
classification, but there are researches related with this technique that is using different Dengue data to choose the 
best method for knowledge acquisition for Dengue dataset. In medical decision making, a variety of neural networks 
are used for decision accuracy. A neural network with enough elements (called neurons) can classify any data with 
arbitrary accuracy. They are particularly well suited for complex decision boundary problems over many variables. 
Therefore we choose neural networks as a good candidate for solving the Arboviral disease classification problem 
which contains the numerical data such as our dataset. Considering all the above research studies, first, we perform a 
standard presentation of results that promote and facilitate future comparisons to recognize important trends and 
patterns which, in turn, will inform the development of opinion and medical practice and patients affected by 
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Arbovirus. The Rest of this paper elaborates on the methodology adapted in carrying out the study to develop an 
ANN model to predict Dengue disease, the findings and conclusions drawn from those outcomes.  
 
II. METHODOLOGY  
 
A. Data Collection and Selecting Input Parameters–  
The medical dataset we are classifying includes real records of patients suffering from viral infection from several 
hospitals, King Institute of preventive Medicine and laboratory diagnostic centers in Tamil Nadu, India. Blood 
samples were collected from patients, who were clinically diagnosed to have acute viral infection, at the time of 
hospital admission and the time of discharge. The relationships between objects are represented by numerical 
relationships between variables..  
In our study of interest, Datasets that are available for Dengue describe information about the patients suffering with 
Dengue disease and without Dengue disease along with their symptoms .Thirty one independent variables 
factors/symptoms causes for infection (Age, Gender, Fever, Chills, Coryza, Systolic pressure, Diastolic pressure, 
Shock, Myalgia, Malaise, Arthralgia , Hallucinations,Confusion, Altered consciousness, Unconscious, Convulsion, 
Neck rigidity, Motorweakness, Paralysis, Lymphadenopathy, Skin rash, Hemorrhagic symptoms, Pleural effusion, 
Hemoglobin, Red Blood Count and Platelet count at admission, Platelet count during treatment and Platelet count at 
discharge) are the scaled numeric variables and Infection is the categorical variable. The data undergoes an 
extensive data preprocessing task such as data selection, cleaning, reduction, and discretization.  
B. Designing and Training the ANN –  
The focus of this study is only on supervised learning, in which the output from the neural network is compared with 
a set of targets and the error signal is used to update the weights in the neural network. 

 
Figure 1. Neural Network Classification System Diagram 

 
The ANN used to predict Dengue cases is designed as a Multi Layer Perceptron (MLP) network with three initial 
layers, namely – Input layer, Output layer and one hidden layer. The input layer consists of the input parameters 
identified in the previous section. The hidden layer is designed with default ten neurons with the Levenberg-
Marquardt back propagation as the learning algorithm and Output layer consists of a single parameter which is the 
prediction of Dengue cases. Tan-sigmoid was used as the activation function for the input, while pure-linear was 
used for the output.  
The entire dataset that is read as numeric data in double array from the Microsoft Excel spreadsheet file and is split 
in to two datasets based on the output of the target variable - Dengue positive or Dengue negative. This dataset is 
then again divided in 80% for training and 20% for testing purpose. At the next stage, both 80% training set is 
concatenated in to training and 20% of the testing set in both dataset is concatenated together to achieve a testing set 
for 20%.This is done to achieve best classification accuracy results.  

 
Figure 2. Training Data 
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As the classification is done using MATLAB, which does not give convincing results when input layer contains 0 
values all the input values that has 0 for all the attributes are converted to 0.5.[ 5]The target variable is separated 
from the dataset and the remaining 31 attributes are applied as input with completing all the preprocessing. This can 
be viewed in the Figure2 and 3 

 
Figure 3. Testing Data 

 
III. EXPERIMENTS AND FINDINGS  
After converting the raw data, we put in the data into MATLAB workspace, ready to continue the main process. The 
Steps involved in this next task are defined below :  
1) Define one sample: inputs and outputs  
2) Define and custom network  
3) Define topology and transfer function  
4) Configure network  
5) Train net and calculate neuron output .  
The model we designed for the basic classification performance analysis is shown in Figure 4 below.  

 
Figure 4. Architecture of Proposed Neural Network  

 
The following step after creating the architecture of neural network is doing training session that matches 
measurements that each individual has with their classes (Dengue positive, Dengue Negative).After calling the 
„train‟ function, there will be an interface as shown below,  

 
Figure 5. Performance Measures of Proposed Neural Network  
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The first experiment is done using the trainlm, often the fastest Back Propagation algorithm, and is highly 
recommended as a first-choice supervised algorithm. The trained network is used to make a prediction on the test 
data and confusion matrix is generated for comparison with other techniques. The network performance with the 
different parameters will be determined by the mean of the squared errors on the test set since those test data will not 
be used for training. The mean squared error (MSE) is the average squared difference between outputs and targets. 
Lower values are better while zero means no error. [6][7] 

 
Figure 6. Plot shwoing the best validation Performance of the Levenberg-Marquardt (trainlm)  

 
The second experiment is done using the Artificial Neural Network with OneHidden Unit and default ten neurons in 
the hidden layer with the Bayesian regulation back propagation. trainbr is a network training function that updates 
the weight and bias values according to Levenberg-Marquardt optimization. [8] It minimizes a combination 
ofsquared errors and weights, and then determines the correct combination so as to producea network that 
generalizes well.  

 

 
Figure 7. Plot shwoing the best validation Performance of the Bayesian regulation Back Propagation (trainbr)  

 
 
The third experiment is done using with the Scaled conjugate gradient Back propagation. trainscg is a network 
training function that updates weight and bias values according to the scaled conjugate gradient method.[9]  

 

 
Figure 8. Plot shwoing the best validation Performance of the Scaled Conjugate Gradient Back propagation. (trainscg)  
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Finally, the experiment is done using with the Resilient Back Propagation. trainrp is a network training function that 

updates weight and bias values according to the resilient Back Propagation algorithm (Rprop).[10]  

Figure 9. Plot shwoing the best validation Performance of the Resilient Back Propagation (trainrp) 
 
The confusion matrix of the classifiers - Levenberg-Marquardt Back Propagation (trainlm), Bayesian regulation 
Back Propagation (trainbr) Scaled conjugate gradient backpropagation (trainscg),Resilient back propagation 
(trainrp) are shown in the Table – 1.  
 
Table -1 Evaluation Measure of the Proposed Neural Network Model 
 

Training algorithms used for Classification Evaluation Measure 

TP TN FP FN 

Lavenberg-Marquardt back propagation 843 112 36 0 

Bayesian regulation back propagation 843 117 31 0 

Scaled conjugate gradient back propagation 843 115 33 0 

Resilient back propagation 843 108 40 0 

 
 
The performance measures of the compared classifiers are calculated as sensitivity, specificity and accuracy are 
tabulated as shown in the Table 2. 
 
Table -2 Performance Measure of the Proposed Neural Network Model 

Methods 

Performance Measurements 

Sensitivity Specificity Accuracy 

Lm 1 0.756757 0.963673 

Br 1 0.790541 0.968718 

Scg 1 0.777027 0.9667 

Rp 1 0.72973 0.959637 
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IV.CONCLUSION  
The experiments revealed that best accuracy is achieved by Bayesian Regulation Back Propagation when the 
number of input layers is 31 . Using all of these previously described dataset, the experiment determines how well 
neural network structures perform in predicting the disease-Dengue. As the research was performed on a single 
dataset, it is recommended that the LM algorithm be applied to additional real world datasets to determine its 
proficiency in dealing with different conditions and phenomena. Even with the massive amount of neural network 
research that has taken place, there is still a large amount of controversy about the best way to determine the number 
of hidden layers and hidden layer neurons. It is the scope of this research, to explore how best the hidden layers and 
hidden layer neurons can be evolved through the use of genetic algorithms and relevant inputs can be determined 
while simultaneously searching for a global solution.  
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