
                           

 
 

 
SUBSPACE MAPPING OF FACIAL ATTRIBUTES 
FOR FACE IMAGE RETRIEVAL  
V.Padmini1 and S.Suchitra2 
 

 

 

 

 

 

 

 

 

 

I. INTRODUCTION 
Several research works had been endorsed in the last decade to develop image retrieval techniques from the 

multimedia databases. Although large number of indexing and retrieval techniques has been developed, there is no 
universally conventional feature extraction, indexing and retrieval technique obtainable. Among the vast digital 
images and photos shared on the internet, a big percentage of them are photos related to human faces. Many research 
problems and opportunities for a variety of real-world applications are based upon the face images. This has created 
an overriding need to provide proficient means of face image retrieval for many real-world applications. 

The designing aspect of efficient face image retrieval should take account of the issues such as noise, 
illumination, poses and expressions, low cost of processing and time management along with elimination of 
misclassified face images. The Extraction of low level components by normalising the appearance of face, selecting 
an suitable feature description and designing matching methodologies involves the challenge of incorporation of 
colour, texture and shape properties of the images. 

Accurate retrieval remains a difficult task for face images and is challenging due to the huge intra-class variation 
of same person, which is bigger than the inter-class variation between different persons. In previous works on face 
image retrieval, faces are typically described as low level image features and are sensitive to intra-class variations. 
Directly using high level attributes for retrieval, is also not precise since each individual attribute contains very 
limited information and is not quite enough to retrieve corresponding faces of a query subject. To improve the 
discriminative abilities of low level features and facial attributes, we propose a face image retrieval framework 
driven by enabled facial attributes. 
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Abstract-   In the growing advancements of recent multimedia applications, the domain of Face images and its 
corresponding applications have retained its great importance. The wide array of social, real-time and crime 
investigation applications and their expanding field of necessities demands a far more accurate and fast face image 
retrieval system. Most face image retrieval techniques depend on only low-level cues to compare the face images of 
the people based on similar their visual identity. In this paper a face image retrieval system driven by enabled facial 
attributes is proposed to efficiently utilise the facial attributes information as high level semantic cues to 
discriminate people’s identities by a semi-supervised approach of mapping the subspace labels along with the 
extracted low level components in the run time environment. An inverted indexing Scheme is used for the storing 
and retrieving face image representations. Our aim is minimise the possible marginal errors of inter-class and intra-
class variations detected under different illumination conditions during the similarity search. We demonstrate 
relative improvement of 87% in MAP by experimenting and comparing our proposed method and other state of the 
art methods in LFW and PublicFig datasets. 
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The rest of the paper is organised as follows. Section II contains related works. Section III contains the proposed 
Face image retrieval System driven by enabled facial attributes explained in detail. Section IV includes the 
Experimental Column and results. Finally Section V concludes this paper and points out future work direction. 

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1.1 Face Image Retrieval System 

 

II.  RELATED WORKS 
For image retrieval, low-level features have been adopted in early work. Local Binary Pattern (LBP) is a 

powerful feature extractor in which histograms are extracted and articulated into a single, spatially enhanced feature 
histogram representing face image proposed by Timo Ahonen et. al[9]. The LBP cannot adequately deal with the 
presence of variations in the faces. This problem was addressed with the development of the local ternary pattern 
(LTP) by introducing a third agent and was followed by variations such as LTrP and LOP. Bayesian age-difference 
classifier is built over a probabilistic eigenspaces framework and the work of Active Shape model to locate features 
in frontal views of upright faces further extensions of the Facial descriptor techniques in Low level Features. An 
approach to combine multiple attributes for multiple attribute query search was investigated by Walter J. Scheirer et. 
al [10]. Here Normalized multi-attribute space is constructed from raw classifier outputs. Chen-Kuo Chiang et. al [3] 
proposed a multi-attributed dictionary learning algorithm for sparse coding by jointly incorporating data and 
attribute similarities. Bor-Chun Chen et. al [2] proposed to use human attributes as high-level semantic cues to 
determine people's identities. Discriminative image features with attribute information encoded to achieve more 
accurate face image retrieval is developed. A Binary encoding Scheme and Re-ranking approach was used in this 
approach. 

III. PROPOSED SYSTEM 

A. System Overview 
Human face image are trained in the Offline stage. In image preprocessing, Detection of face, Face landmark 

detection and Face alignment takes place to get the aligned face for the further processing. The component of face 
images such as eyes, nose and mouth is extracted and identity based vocabulary is added for each component. For 
each component Facial Features are extracted. The attribute score is calculated from the aligned face. The extracted 
feature and attribute scores are combined to generate codewords using sparse coding for each face images in the run 
time environment where the additional attributes are detected. Similarity computation is done with sparse codewords 
and attribute signature to get set of retrieval images in attribute embedded inverted indexing and result of similar 
images from database image are retrieved. 
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B. Face detection and alignment (Preprocessing) 
The First, system detects the location of the faces using Viola-Jones face detector for all image in the database. 

For each detected face image, we will extract the facial components of face which are two eyes, nose tip, and two 
mouth corners. A 5x7 grid is defined at each detected component, where each grid is a square patch . Thereby a total 
of 175 grids are extracted from five components. We align all the faces to a canonical position and the faces are re-
scaled to 200x200 using bicubic interpolation. 

     
 

 

C. Attribute detection and Feature Projection 
 

The enabled facial attributes are derived by projecting the low level feature components into attribute 
discriminative subspace via mapping attribute labels. 

 
 
 

 
 

Proposed algorithm selects optimal set of attributes from the original set of attributes.  

Given data X ={x1,x2,….,xn } consisting of n samples with feature dimension d and possible class labels 
{1,2,…,C}, we aim to find a transformation T such that the transformation that maximizes the between-class scatter 
while minimizing the within-class scatter of the projected data. 

The transformation matrix T is obtained through 
               

In our method, for each attribute k we learn a projection of transformation matrix to transform the original low-
level feature x in each cell of a face component to the attributed encoded feature. The attributed encoded features 
using K different attributes are then concatenated. 

 During on-line processing when the query image is supplied the features are extracted and concurrently 
additional attributes are detected in run time and quantized as sparse codewords and combined with binary 
representation of the additional feature projection in the enabled attributes subspace. 

D. Indexing 
 

 For embedding attribute information into index structure, for each image, in addition to sparse codewords c 
(i) computed from the facial appearance, we used a dimension binary signature to represent its human attribute,b(i)              

                          

Figure. 3.2 Face detection and alignment 

Fig. 3.3 Facial Attributes Detection 
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The similarity score is then modified into, 

              
where h(i,j)denotes hamming distance between i and j , and T is a fixed threshold such that 0≤T≤db. 

                       
Conditional entropy in the pre-classified data set for the descriptors or values of the current attribute are 

calculated. One way to achieve this is to make Attribute Importance score as an inverse of the corresponding 
Conditional Entropy. Attribute Importance score is then transformed using Linear Transformation in the Interval of 
Variation for current attribute. Normalise the Attribute Importance scores of all the attributes so that they sum up to 
the number of attributes. The normalised values are the dynamic weights of each of the attributes. 

IV. EXPERIMENTAL COLUMN 

A. Experimental Setup 
Two public datasets are used to evaluate our proposed method. The first dataset is Labeled Faces in the Wild 

(LFW) contains 13,233 images of 5749 different people, among which 1680 people have more than one image. 
These images are of uncontrolled environments and vary radically in pose, illumination, expression. 10 people that 
have more than 50 images each are used as query subjects. For each person,10 images are randomly sampled as 
query images.In total there are 100 query images and the remaining 13,133 images are used as gallery images.  

The Pubfig dataset is used in a second set of experiments. The Pubfig dataset contains 58,797 real-world images 
of 200 people collected from Internet. We randomly select 100 images for each subject and in total 40 subjects are 
chosen for our gallery and query. 10 images for each person are used as query images and the rest of the images are 
used as gallery. Thus there are 400 query images and 3600 gallery images in total. Following Table summarizes the 
datasets used in the experiments 

 

 

Category LFW Pubfig 

Gallery Subjects 

Gallery Images 

Query Subjects 

Query images 

5749 

13133 

10 

100 

40 

3600 

40 

400 

 

 

B. Evaluation Metrics 
We use three metrics for evaluating our Experimental Results. The Mean average precision is the mean of the 

average precision scores for each query image and is calculated by  

 

Table 4.1 Experimental Dataset Information 
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where N is the number of queries, and pi(r) is the precision at 
recall r for query image i. 
The precision is defined as follows 

 
 
 
 
The recall is defined as follows 

 
 

where  
A = Number of relevant images retrieved 
B = Number of relevant images not retrieved 
C = Number of irrelevant images retrieved 
 
 

C. Retrieval Results 

 
 

 
 

 
The implementation of our method is done in Matlab on a laptop with Intel i7 2.4 GHz CPU and 4 GB RAM. On 
average for one query image, the low-level feature extraction takes 0.007 s. Subspace mapping using Feature label 
by semi supervised learning takes about 0.0047 s. On the LFW dataset, the initial search for one query takes 0.0697 
s and on the Pubfig dataset it completes in 0.0056 s using proposed method. 

 
 

 

Figure. 4.1 Retrieved Results of ASW System  

Figure. 4.2 Retrieved Results for Proposed System 

Figure 4.3 Comparison of LFW and Pubfig MAP 
values with α in the Equation 
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V. CONCLUSION 
Face image retrieval method using Subspace mapping of Feature Labels has been proposed in this paper. Instead of 
relying on low-level visual features like the previous methods to retrieve similar images from a gallery given a query 
image, we use attribute information to transform the low-level features to high level feature projections in a semi-
supervised learning approach. The transformation is learned by mapping the feature projections on subspace labels 
on Discriminant Analysis model. The highest MAP is achieved when α remains close to mean on both datasets. 
When α is 0 the results are purely based on the distance between high level image features. When α is 1 the results 
are purely based on distance between low-level image features. We compared the retrieval performance of our 
methods against state-of-the-art work which also utilised both low-level features and attribute information on two 
publicly available real-world face image datasets. Experimental results showed that the proposed method achieved 
superior retrieval accuracy of a relative improvement of 87% on MAP. Future work includes further investigation of 
the retrieval performance using different types of additional attributes. Effective feature and attribute selection are to 
be studied to further improve the retrieval accuracy 
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