I. INTRODUCTION

In computer vision, image segmentation [1] is the process of partitioning a digital image into multiple segments (sets of pixels, also known as super-pixels). The goal of segmentation is to simplify and/or change the representation of an image into something that is more meaningful and easier to analyze. Image segmentation is typically used to locate objects and boundaries (lines, curves, etc.) in images. More precisely, image segmentation is the process of assigning a label to every pixel in an image such that pixels with the same label share certain characteristics.

The result of image segmentation is a set of segments that collectively cover the entire image, or a set of contours extracted from the image. Each of the pixels in a region are similar with respect to some characteristic or computed property, such as color, intensity, or texture. Adjacent regions are significantly different with respect to the same characteristic(s). When applied to a stack of images, typical in medical imaging, the resulting contours after image segmentation can be used to create 3D reconstructions with the help of interpolation algorithms like Marching cubes.

Surface [2] means relating to the outer or superficial characteristics, or carrying something on land or sea. An example of surface is the texture of the top of a table. Texture [3] can be termed as a measure of the variation in the intensity of a surface, quantifying properties such as smoothness, coarseness and regularity. It is widely used as a region descriptor in image analysis and computer vision. Surface is characterized by the spatial distribution of gray levels in the neighbourhood of pixels. Resolution at which image is observed determines how Surface is perceived. An effective and efficient Surface segmentation method is very useful in applications like analysis of aerial images, biomedical images and seismic images as well as automation of industrial applications. Surface is qualitatively described as the repetition of the local spatial patterns. Many textural dimensions or parameters are commonly proposed, namely, coarseness, contrast, density, roughness, directionality, frequency, regularity, uniformity, orientation, and so on.

II. LITERATURE REVIEW

Yi Zhang et al. [4] discussed that Mental cutting process, a widespread process in the machining, which can produce the maximum number of burrs. Burr detection and deburring are crucially important to safe reliability of parts. In order to avoid the effects of subjective factors effectively, and improve the production efficiency and production automation, we introduced the machine vision technique. According to the universal burrs produced in the cutting process, this paper principally studied the image segmentation, burrs feature extraction, the improvement of adaptability based on digital image processing. The authors conclude that the algorithm applied in this paper can detect the burrs information effectively, laid a solid foundation for automatic polishing, with the certain practical value.

Ichitaro Yamazaki et al. [5] discussed that Extracting features from point-based representations of geometric surface models is becoming increasingly important for purposes such as model classification, matching, and
exploration. In an earlier paper, we proposed a multiphase segmentation process to identify elongated features in point-sampled surface models without the explicit construction of a mesh or other surface representation. The preliminary results demonstrated the strengths and potential of the segmentation process, but the resulting segmentations were still of low quality, and the segmentation process could be slow. In this paper, we describe several algorithmic improvements to overcome the shortcomings of the segmentation process.

To demonstrate the improved quality of the segmentation and the superior time efficiency of the new segmentation process, we present segmentation results obtained for various point-sampled surface models. We also discuss an application of our segmentation process to extract ridge-separated features in point-sampled surfaces of CAD models.

Segmenting a surface model into its distinct parts is crucial for several applications, such as modeling [6], metamorphosis [7,8], compression [9], simplification [10], retrieval [11,12], collision detection [27], Surface mapping [13], and skeleton extraction [14,15]. Besides our earlier work [4], numerous surface segmentation methods have been developed based on techniques from computer vision [16], load partitioning in finite element methods (FEM) [17], point set clustering in statistics [18], and machine learning [19].

Based on their objectives, segmentation methods can be broadly classified into two categories: patch-type and part-type methods [20]. Patch-type methods obtain segments that are topological disks [21–22], whereas part type methods partition a surface into segments that correspond to features [23, 24–32]. Our methods compute part-type segmentations.

Zhang et al. [30] proposed a feature-based approach for computing a patch-type mesh segmentation for surface parameterization. Their approach identifies a feature by growing a region from a local maximum of the average geodesic distance function and searching for a feature boundary which results in an abrupt increase in size of the surrounded region. Another effective patch type segmentation method, called multi-chart image geometry method (MCIGM), was proposed by Sander et al. [17]. It is based on a k-means algorithm to minimize the global cost of segmentation, where the cost of assigning a face to a segment is measured by the angle between the normal of the face and average normal of all the faces assigned to the segment.

Yamauchi et al. [33] showed that using mean-shift to cluster faces before applying MCIGM makes the method robust against the noise in the input and results in a high-quality segmentation.

Katz and Tal [34] proposed a part-type mesh segmentation method that is based on a k-means algorithm. The cost of assigning a face to a segment is measured by the geodesic distance to the representative face of the segment. The local distance between two connected faces is computed as a weighted sum of their Euclidean and angular distances. Several other successful part-type segmentation methods have been developed based on a watershed technique. This technique locates the negative curvature minima that correspond to segmentation boundaries by simulating the accumulation of water into basins. Even though the segmentation methods discussed so far share some similarity with ours, they all assume that a surface is explicitly represented by meshes. Hence, they cannot be applied directly to the point-sampled surface models, in which the connectivity information is not available. On the other hand, our methods operate directly on the input points. For example, the first phase of our segmentation approach to identify features is similar to the watershed technique, but we explicitly identify the saddle points of a discrete function defined over the input points, and assign each point to a segment based on the gradient flow induced by the discrete function.

Dey et al. [35] proposed a region-growing part-type approach to segment point-sampled surfaces. Their method first identifies the local maxima of a discrete function defined over explicitly-computed 3D meshes. These local maxima represent distinct features, and input points are assigned to a feature based on the flows induced over the meshes. The first phase of our segmentation process is similar to this region-growing approach, but we operate directly on the input points. An advantage to working in the lower dimension (of the surface, in comparison to that of the 3D meshes) is that our segmentation process is efficient. As a result, our method is between two and eleven times as fast as theirs, while generating segmentations that are highly similar to those of Dey et al. in terms of quality. Spectral analysis of an affinity matrix has been used to segment images and meshes [36]. We extend these ideas to collect points that together describe a feature on a surface model.

A-Scan methods were firstly introduced by Hee[37] and were popular until 2005.[38,39] The method introduced in Hee was on the basis of variations in intensity and measured retinal and RNFL thickness. Instead of using simple threes holding, this method was based on one-dimensional edge detection in each A-Scan and was looking for the two most effective edges using peak detection.
Huang[40] used a similar method in hereditary retinal degenerations in experimental animals and humans.

IV. CONCLUSION
The area of surface segmentation has undergone tremendous growth in recent years. There has been a great deal of activity both in the refinement of previously known approaches and in the development of completely new techniques. Although a wide variety of methodologies have been applied to this problem, there is a particularly strong concentration in the development of feature-based approaches and on the search for appropriate Surface features. In this paper, we presented a survey of current Surface segmentation.
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