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I.  INTRODUCTION 
Huge data base have been accumulated in the recent times and it has created the need for good 
machine learning techniques. Consequently, newer  approaches to feature selection has become 
inevitable. Hence feature selection has become a prominent area of interest. The volume of the data 
set becoming huge, unless the unwanted features are removed, it hinders the learning, in many 
applications. Simultaneously, when the number of irrelevant and redundant features are reduced, the 
running time of algorithm is minimized and the level of performance is maximized. 

Fuzzy entropy enables the partition of the input space into decision regions in order to select 
appropriate features with good seperability for the classification task. This concept has been defined 
in various ways and generalized in various applied fields such as communication theory, mathematics, 
statistical thermodynamics and economics. In the arena of contemporary global optimization 
algorithms, computational intelligence and soft computing, meta heuristic algorithms play a vital role.   

The increase in search space explodes in size with reference to the number of available features in the 
data set[1]. In such situations, a thorough search becomes practically unfeasible. In response to this 
need, a broad spectrum of methods have been introduced to feature selection such as greedy based 
sequential forward selection (SFS)[2] and sequential backward selection (SBS)[3].In spite of that, there 
are continuing problems in the varied feature selection approaches like stagnation in local optima and 
high computational cost. So, an efficient global search technique is inevitable to meet this demand. 
For such an efficient global search, Evaluating computations (EC) are very popular. Particle swarm 
optimization (PSO)[4,5] is a relatively recent EC technique based on swarm intelligence. 

Kennedy and Eberhart developed the particle swarm optimization (PSO) in 1995. PSO is a population 
based stochastic optimization technique. It stimulates the social behavior of organisms such as bird 
flocking and fish schooling to describe an automatically evolving system.PSO has proved to be a very 
efficient technique in several fields including feature selection[6,7,8]. It is cost effective and converge 
more quickly when compared with other EC algorithms such as genetic algorithm (GAs) and genetic 
programming (GP). 
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Abstract: In high dimensional data sets, there are large numbers of features in classification problems. But all of them are not 
necessarily beneficial for classification. Feature selection involves the choosing of a small number of relevant features in order to 
achieve similar or even better classification performance. When all the features are used, irrelevant and redundant features reduce the 
performance. Maximizing the classification performance and minimizing the number of features are the important objectives of 
feature selection. Fuzzy entropy facilitates the partition of the input space into decision regions. It enables the selection of appropriate 
features with good seperability for the classification task. In the recent times, the observations in the swarm behavior of birds and 
fishes, has led to the study of the nature inspired heuristic algorithms called particle swarm optimization. It has been applied to find 
solution for many optimization applications. This paper proposes a hybrid method for feature subset selection based on Fuzzy entropy 
with particle swarm optimization. The proposed algorithm is applied to four different data sets. Further the performance metrics and 
the dimension metrics are calculated and compared with the existing FCBF (Fast correlation based filter solution) algorithm. The 
results show that the proposed algorithm can give significant results for the feature selection process.   
Keywords: High Dimensional Data Set, Fuzzy Entropy, Particle Swam Optimization, Feature Section 



Optimal Feature Selection Algorithm For High Dimensional Data Sets Using Particle Swarm Optimization 201 

This paper proposes an approach to find the feature selection based on fuzzy entropy and particle 
swarm optimization which gives significant result compared to the existing FCBF  algorithm. .  In 
section 2, related works are discussed. Section 3 deals with methodology, proposed architecture and 
algorithm. In Section 4, experimental analysis to support the proposed algorithm is discussed.  
Finally, section 5 summarizes the present study and draw some conclusion.  

II. RELATED WORKS 

Machine learning (ML) is a fast developing field. ML algorithm concentrates on  the data aspects 
which are helpful for analysis and future prediction. Feature selection is fundamental to the Machine 
learning (ML) and it is also known as dimensionality reduction which identifies the goodness of 
features. Wrapper approaches and filter approaches are the two major categories in the classification 
of the existing feature selection algorithms. Wrapper approaches include a learning algorithm in the 
evaluation procedure while filter approaches do not. Although Filter approaches are considered as 
computationally cheaper and more general, wrapper approaches are known for accuracy[9].Among the 
two approaches used to select features, namely, the filter approach and wrapper approach, the former 
is efficient in analyzing the high dimensional data. 

The two familiar wrapper feature selection methods are SFS and SBS . SFS starts with no feature and 
then candidate features are added sequentially to the initial feature subset until further addition does 
not increase the classification performance. SBS begins with all features and then candidate features 
are removed sequentially from the initial feature subset until further removal does not decrease the 
classification performance. However, these two methods have a drawback that once a feature is 
selected, it cannot be removed (selected) later and this is called as the resting effect[10].This limitation 
can be overcome by combining both SFS and SBS into one algorithm. Therefore, the “plus-l-take –
away- r” performs l times forward selection, followed by r times backward elimination. The challenge 
is to determine the optimal values (l,r). 

Pudil[11]has proposed two floating feature selection algorithms in order to address this limitation 
namely sequentially forward floating selection (SFFS) and sequential backward floating selection 
(SBFS).SFFS and SFBS determine the values for (l,r) automatically. These two floating methods are 
regarded to be at least as good as the best sequential method, while they also suffer from the problem 
of stagnation of local optima. 

Within filter approach, there are various feature selection algorithms and they are classified into two 
kinds, feature weighting algorithm and subset search algorithm. Among the feature weighting 
algorithms, the Relief algorithm[12] is well known. It weighs feature according to the ability to 
discriminate instances under different targets based on distance related criteria function. Nevertheless, 
the disadvantage with Relief is that it is ineffective in removing redundant features[13].Relief F[14], 
which is an extension of Relief, although is a competent method to deal with noisy and incomplete 
data set as well as multiclass problems, still it cannot identify redundant features.   

Decision trees (Dts) adopt the relevant features which are essential for the classification of the training 
set while it removes all other features which are not needed. Cardie[15] has introduced a filter feature 
selection algorithm using Dts to select a subset of feature for a nearest neighbor algorithm. The focus 
algorithm[16] which belongs to the filter approach, thoroughly searches all possible feature subsets and 
chooses the smallest one. Because of the focus algorithm’s exhaustive search, it becomes ineffective. 

Fuzzy entropy enables the partition of the input space into decision regions in order to select 
appropriate features with good seperability for the classification task. This concept has been defined 
in various ways and generalised in various applied fields such as communication theory, mathematics, 
statistical thermodynamics and economics. An algorithm based on discernibility matrix and 
information gain to reduce attributes,  feature subset selection based on Fuzzy entropy measures for 
handling classification problems, and also efficient feature selection technique using supervised Fuzzy 
information theory was proposed by B. Azhagusundari et al[17,18,19]. 

Jen – De- Shie et al[20]has offered  a method which deals with feature selection  based on Fuzzy 
entropy measure for handling classification problems. It considers boundary samples while selecting 
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features. Thus Fuzzy entropy method measures the impurity of a feature and does not measure the 
purity of data sets. This feature selection method selects relevant features to get higher average 
classification accuracy. A method for innovative feature subset selection based on Fuzzy entropy 
measure was proposed by BehrouzMinaciet al[21]. S.Sethuramalingam et al[22] has presented a method 
on hybrid feature selection for network intrusion. In this paper, it deals with a new algorithm based on 
hybrid method which combines information gain and genetic algorithm in order to select features. 
Clustering is carried out on selected features for classification.  

PSO has received more attention recently, as an EC technique, for solving feature selection problems. 
Since rough set tackles imprecision, uncertainty and vagueness, Wang et al[23] proposes a filter feature 
selection algorithm based on an improved binary PSO and rough set theory. Fuzzy set can also show 
the dependence between features and class labels. Chakrobarthy[24] compares the performance of PSO 
with that of GA in a filter feature selection algorithm with a fuzzy set based fitness function. The 
results show that PSO is more effective than GA in terms of the classification performance. Azevedo 
et al[25], using PSO and a support vector machine (SVM), proposes a wrapper feature selection 
algorithm for personal identification in key stroke dynamic systems. 

In standard PSO, gbest is updated only when a better solution is found. Chuang et al[26] developed a 
strategy for gbest in PSO for feature selection in which  gbest will be reset to zero if it maintains the 
same value after several iterations. Liu et al[27] introduced a multi swarm PSO algorithm to search for 
the optional feature subset and optimize the parameters of SVM simultaneously. Based on PSO, Unler 
et al[28] propose a feature selection algorithm with an adoptive selection strategy where a feature is 
chosen, not only ascending to the likelihood calculated by PSO but also to its contribution to the 
features already selected.  Unler et al[29] also  present a hybrid  filter-wrapper  feature subset selection 
algorithm based on particle swarm optimization (PSO) for support vector machine classification. 
Modified binary particle swarm optimization (MBPSO) method is proposed by SM Vieira et al[30] for 
feature selection with the simultaneous  optimization  of  SVM  kernel parameter setting,  applied to 
mortality prediction in septic patients. A novel spam deduction method was proposed by zang et al[31] 
that focused on reducing the false positive error of mislabeling non spam as spam.  In  the  above 
method  they  used  wrapper  based  feature selection,  decision  tree  classifier  model  c4.5,cost 
matrix,  k-fold  cross  validation, the binary  PSO  with  mutation  operator  respectively. HH Inbarani 
et al[32] presents new supervised feature selection methods based on hybridization of particle swarm 
optimization.  A  novel  feature  selection  approach  for  the  classification  of  high  dimensional  
cancer  micro  array  data  is  proposed  by  B Sahu  et al[33] using  filtering technique  and  particle  
swarm  optimization. 

III.METHODOLOGY 

This section is discussed as follows. In section 3.1, Fuzzy entropy based feature selection method is 
explained.  In section 3.2,Particle   Swarm   Optimization is discussed.  Our proposed architecture and 
algorithm is explained in section 3.3. 

3.1 FUZZY ENTROPY BASED FEATURE SELECTION METHOD 

In the outcome of random experiment entropy is a measure of uncertainty. The concept of fuzzy 
entropy is an extension to Shannon entropy in which the assessments of entropies are facilitated by 
the fuzzy sets. Based on the Fuzzy C-means clustering algorithm (FCM)[34], fuzzy entropy is 
estimated by computing the membership. The fuzzy C-means algorithm proposed by Trivedi and 
Bezdeck[35] is given by  

Lm (U,  v)  = 
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The membership of each feature in all clusters is computed by the FCM algorithm instead of each 
pattern. The clusters are represented by centroid. Rather than calculating probability of a specific 
feature which will be in each specific class and then normalizing them, we have the actual 
membership of this feature in the classes that also sum up to one. So the new term called match 
degree Dc is given by 
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The fuzzy entropy of the elements of class c is  given by  

             FEC = - DC log DC 

To compute H(X), we have to compute fuzzy entropy along the universal set  
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A threshold r is set to remove those features that have no major contributions. Thus features are 
selected using Fuzzy entropy based on threshold value.  

3.2. PARTICLE   SWARM   OPTIMIZATION (PSO) 

Particle swarm optimization (PSO) is a population based stochastic optimization technique, 
introduced by Kennedy and Eberhart in 1995.PSO simulates the social behavior of bird flocking and 
fish schooling [36]. In PSO each single candidate solution is “an individual bird of the flock”, that is a 
particle in the search space. Each particle makes use of its individual memory and knowledge gained 
by the swarm as whole to find the best solution. Fitness  values of all particles are evaluated by a 
fitness function to be optimized and the movement of the particles are directed  by the velocities of all 
particles. During the iterative search process in the d-dimensional solution space, each particle (i.e., 
candidate solution) will adjust its flying velocity and position according to its own flying experience 
as well as those of the other companion particles in the swarm. 

The initial swarm is generally created in such a way that the population of the particles is distributed 
randomly over the search space. Each particle is updated by following two ‘best’ values called 

pdpbest  and dgbest  at every iteration. Each particle keeps track of its coordinates in the problem 
space which are associated with the best solution (fitness) the particle has achieved so far. This fitness 
value called pdpbest  is stored .The ‘best’ global position found over all trajectories travelled by the 

particles of the swarm is called dgbest .During the search process, the particles move according to the 
following equations: 
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Xpd = Xpd + vpd   

Where 1rand  and 2rand are random numbers between(0,1) so as to provide a stochastic weighting of 
the different components participating in the particle velocity definition. 1c and 2c  are  acceleration 
factors, usually 1c = 2c = 2. The inertia weight w is used as a tradeoff between the global and local 
exploration capabilities of the swarm. Large values of this parameter permit better global exploration, 
while small values lead to a fine search in the solution space. Particle velocities of each dimension are 
tried to a maximum velocity Vmax. If the sum of velocities causes the total velocity of that dimension 
to exceed Vmax, then the velocity of that dimension is limited to Vmax. Vmaxis a user specified 
parameter. Equation 7 allows the computation of the velocity at iteration T + 1 for each particle in the 
swarm by combining linearly its current velocity (at iteration  T) and the distances that separate the 
current particle position from its best previous position and the best global position, respectively. The 
particle position is updated with equ. 8. Both equ. 7 and equ. 8 are iterated until convergence of the 
search process is reached. Typical convergence criteria are based on the iterative behavior of the best 
value of the adopted fitness function(s) and simply on a user-defined maximum number of iterations. 

3,3. PROPOSED WORK 

This paper proposes an optimal feature selection algorithm using Fuzzy entropy and particle swarm 
optimization concept in high dimensional data. Features can be extracted using the concept of fuzzy 
entropy using fuzzy C-means algorithm and Symmetrical Uncertainty.  Particle swarm optimization 
algorithm is one of the nature inspired optimization algorithm which can produce competitive 
solutions for a wide variety of problems. This work combines both fuzzy entropy and Symmetrical 
Uncertainty in the first Phase  and particle swarm optimization in the second phase. It is also proved 
that this approach can give significant results in selecting features, particularly in the case of high 
dimensional data. 

Figure 1 shows the proposed architecture for feature selection based on Fuzzy Entropy and PSO.   

 

 

 

 

 

 

 

 

 

  

 

 

 
 

 

 

 

Figure1.proposed architecture for Feature Selection based on Fuzzy Entropy and PSO concept 
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It includes Preprocessing Phase and PSO based Optimization phase. Here, output of preprocessing 
phase is further processed by PSO based optimization phase. Finally, optimized subset of selected 
features is generated. The following is the Pseudo code of our proposed optimized Feature selection 
algorithm using Fuzzy Entropy and PSO. 

Psedo code of FMI-PSO Algorithm 

Procedure  
Input – N – set of all features 
  – threshold value 
Begin 
For i = 1 to N do begin 
 calculateFEi, c  for fi ; 
 if ( FEi,c>=  ) 
 append fi to S1 list. 
End; 
For i = 1 to N do begin 
 calculateSUi, c  for each fi ; 
 if ( SUi,c>=  ) 
 append fi to S2

1 list. 
S1 list                      S1

1 list  S2
1 list. 

             If S1 list = Ø 
S1 list               S1

1 list 
End; 
             Initialize population 

            xp(i = 1 . . . . n)  where xp  subset of randomly selected features from S1
list. 

 While (number of generations or the stopping criterion is not met) 
       For p = 1 to number of particle 
             If the fitness of Xp is greater than the fitness of pbestp 
            then update pbestp =  Xp 
             For KNeighbourhood of Xp 
                   If the fitness of Xk  is greater than that of  gbest then 
                    Update gbest  = Xk 
                   Next K 
               For each dimension d 

)()( 2211
old
pdd

old
pdpd

old
pd

new
pd xgbestrandcxpbestrandcVWV   

If  Vpd   (Vmin, Vmax ) then 
Vpd = max(min(Vmax, vpd), Vmin) 
Xpd = Xpd + vpd 
              Next d 
      Next p 
  Next generation until stopping criterion 
           End 

Given a data set with N features and a class c, the algorithm finds a set of  predominant features Sbest 
for the class concept. It consists of two parts. In the first part, it calculates fuzzy entropy value of each 
feature, selects relevant features into S1

1 list  based on the predefined threshold δ. Further it calculates 
the Symmetrical Uncertainty  value of each feature ,selects relevant features in to S2

1 list. The 
common features from S1

1 list  and S2
1 list constitutes S1 list. If S1 list = Ø (i.e if there are no common 

elements in S1
1 list  and S2

1 list), then S1 list contains features selected from S1
1 list . In the second 

part, each particle represent a single bird. Select randomly the number of particles from S1 list and 
allow it to move in the search space. Based on the rules of particle swarm optimization, particles 
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update their velocities and positions. Each particle renewal is based on its adaptive value. The best 
adaptive of each particle renewal is  pbest  and the best adaptive value with in a group of pbest  
is gbest .Once pbest  and gbest  are obtained, we can keep track of the features of particles with 
regard to their position and speed. After the particles reach the global best position,it still explore the 
search space for further search. The particles will stop after it found the optimal solution with highest 
fitness value. The particle which gives the highest fitness value with N number of features will be 
Sbest. 

IV. RESULT ANALYSIS OF OFEPSO BASED FEATURE SELECTION 

4.1. EXPERIMENTAL DATA SETS 
In this section the performance of our FMI-PSO   algorithm is compared with the existing FCBF 
algorithm using four different data sets (LC, CTG,ORL and COLON). LC data set contains 
multivariate data set about lung cancer with number of instances 32 and number of integer attributes 
56. CTG (Cardiotomography) is a monitoring of fetal heart rate and uterine contractions database 
consists in total of 552 intrapartum recordings with 21 attributes, which were acquired between April 
2010 and August 2012 at the obstetrics ward of the University Hospital in Bruno, Czech Republic. 
ORL data set includes the database of faces contains set of   face images taken between April 1992 
and April 1994 at the lab. The  database  was used in  the  context  of  a  face recognition project  
carried out  in  collaboration with  the  speech vision  and robotics group  of   the  Cambridge 
university Engineering  department.The COLON tumor data set contains the expression of the 2000 
genes with highest minimal intensity across the 62 tissues.The identity of the 62 tissues is given in file 
tissues. The numbers correspond to patients ,a positive sign to a normal tissue, and a negative sign to a 
tumor tissue. 

The results of all the four data sets with respect to Sensitivity, Specificity, Accuracy, and Features 
selected are analyzed in this section. 

4.2 Accuracy Measure Analysis 
Accuracy is the proportion of true results (both true positives and true negatives) among the 
total number of cases examined.  

negativestruenegativesfalsepotivesfalespostiviestrueofnumber
negativestureofnoandpositivestrueofnumberAccuracy




 

The following Figure 2 shows the comparative analysis of accuracy of our FMI-PSO algorithm 
against FCBF algorithm. 
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Figure 2: Accuracy Ratio 

4.3 Sensitivity Measure Analysis 

Sensitivity also called the true positive rate, measures the proportion of positives which are 
correctly identified as such 

negativesfalesofnumberpostiviestrueofnumber
positivestrueofnumberysensitivit




 
 

The following Figure 3 shows the comparative analysis of sensitivity ratio of our FMI-PS 
algorithm against FCBF algorithm. 

 
Figure 3: Sensitivity ratio (FMI-PSO and FCBF) 

 
4.4. Specificity Measure Analysis 
Specificity (also called the true negative rate) measures the proportion of negatives which are 
correctly identified as such  

potivesfalesofnumbernegativestrueofnumber
negativestrueofnumberyspecificit




 
The following Figure 4 shows the comparative analysis of specificity ratio of our FMI-PSO 
algorithm against FCBF algorithm. 
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Figure 4: Specificity Ratio 

4.5. Feature Selected Analysis 
The following Figure 4 shows the comparative analysis of feature selection process.  

 

 
 
4.6 Critical Findings & Observations 
The results of all the four data sets with respect to Specificity, Sensitivity, Accuracy and 
Features selected are given in table 1. 
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LC 

 OFE PSO) FCBF 

Sensitivity 0.9 0.2 
Specificity 0.7803 0.74242 
Accuracy 0.818 0.57721 
Features 
Selected in 
percentage 

 
16.07 

 
3.57 

 

CTG 

 
Sensitivity 

 
0.81961 

  
0.74873 

Specificity 0.92314 0.94582 
Accuracy 0.83531 0.77859 
Features 
Selected in 
percentage 

 
4.76 

 
42.86 

 

ORL 

Sensitivity 1  1 
Specificity 1 0.6929 
Accuracy 1 0.72846 
Features 
Selected  in 
percentage 

 
20.99 

 
64.20 

 

COLON 

Sensitivity 0.822 0.61364 
Specificity 0.925 0.9 
Accuracy 0.8876 0.79385 
Features 
Selected in 
percentage 

 
0.25 

  
39.6  

Table 1. Comparative Analysis of OFE PSO and FCBF 

V .SUMMARY 

It is very significant to build efficient classification model for classification problems with high 
dimensional data sets. Selection of the features and selection of the classification methods are the 
important tasks. This paper presents an optimized algorithm for feature subset selection based on 
fuzzy entropy and particle swarm optimization. Experimental results show that the above method 
proposed, simplified both the feature selection and the total number of parameters needed, effectively, 
thereby obtained higher classification accuracy compared to the other feature selection method. Thus 
FMIPSO algorithm not only selects relevant features but also improves the performance by discarding 
redundant, noisy, corrupted and unimportant features. The proposed algorithm can be compared with 
other meta heuristic algorithms and the results can be analyzed. 
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