Performance Enhancement of XML Parsing by using Artificial Neural Network
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Abstract - XML is used for data representation and exchange. XML data processing becomes more and more important for server workloads like web servers and database servers. One of the most time consuming part is XML document parsing. Parsing is a core operation performed before an XML document can be navigated, queried, or manipulated. Recently, high performance XML parsing has become a topic of considerable interest. This paper proposes a mechanism for efficiently processing XML documents with the help of Artificial Neural Network (ANN). Provide the set of XML documents to the system and parsing results will store in the database. With the help of Artificial Neural Network (ANN) the performance of XML parsing will improve by reducing parsing time of XML document. Levenberg–Marquardt algorithm (LMA) is used to train the neurons in the Artificial Neural Network (ANN) to recognize XML document pattern. This proposed system will improve the performance of xml parsing by reducing parsing time of XML document with the help of Artificial Neural Network (ANN).
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I. INTRODUCTION

XML stands for Extensible Markup Language (XML). It is used to store and exchange structured information. It was designed to provide flexible information identification in web documents [1]. XML data processing becomes an important workload for web servers, database servers, etc.

Studies have shown that these servers spend a significant portion of their execution time in XML data processing [2], especially in XML data parsing. Data parsing is to convert the input XML document and break it into small elements. It is one of the most important portions in XML data processing because an XML document has to be parsed before any other operations can be performed [3].

There are mainly two categories of XML programming interfaces, DOM (Document Object Model) and SAX (Simple API for XML). DOM is a tree-based interface and SAX is an event-driven interface [4]. SAX has advantages over DOM it gain tremendous speed and use very little memory.

The Artificial Neural Network (ANN) technology is built up with an inspiration of functioning of human nervous system. Artificial neural network is an information processing devices, which are built from interconnected elementary processing elements called neurons. Learning involves adjustments to the synaptic connection known as weights that exist between the neurons [5]. The Levenberg–Marquardt algorithm (LMA) is used to train the neurons [6].

The paper is organised as, in section 1 above introduces XML parsing and Artificial Neural Network (ANN) technology. In section 2 Literature review for XML, XML parsing, Artificial Neural Network (ANN) and Levenberg-Marquardt (LM) algorithm is given. In section 3 proposed works is discussed. Finally concluded in section 4.

II. LITERATURE SURVEY

Parsing is a core operation performed before an XML document can be navigated, queried, or manipulated. Recently, high performance XML parsing has become a topic of considerable interest.
Bruno Oliveira, Vasco Santos and Orlando Belo analyses that due to the simplicity of its hierarchical structure, XML (Extensible Markup Language) are widely used for data representation in many applications. As a result of its portability, XML is used to ensure data interchanging among systems with high heterogeneous natures, facilitating data communication and sharing, its platform independent, which makes it quite attractive for the majority of applications [7].

Tong, T. et al and Kiselyov, O. studied the XML parser. They analyses the work of XML parser. XML parser can read the XML document components via Application Programming Interfaces (APIs) in two approaches. For stream-based approach (also known as event-based parser), it reads through the document and signal the application every time a new component appears. As for tree-based approach, it reads the entire document into a memory resident collection of object as a representation of original document in tree structure [8, 9]. As a result, tree-based approach is not suitable for large-scale XML data because it can easily run out of memory.

Elliotte Rusty Harold studied the various API for XML parsing. Starting in Java 1.4, Sun bundled the Crimson XML parser and the SAX2, DOM2, and TrAX APIs into the standard Java class library. They also threw in a couple of factory classes, and called the whole thing the “Java API for XML Processing” (JAXP) [11]. Putting them all together, JAXP can replace most of the parser-dependent part of DOM [12].

Pranob K Charles, Dr. H.Khan ,Ch.Rajesh Kumar ,N.Nikhita Santhosh Roy ,V.Harish ,M.Swathi analyses Artificial Neural Network. Artificial Neural Network is the simple clustering of the primitive artificial neurons. This clustering occurs by creating layers, which are then connected to one another. There are usually a number of hidden layers between these two layers. When the input layer receives the input its neurons produce output, which becomes input to the other layers of the system. The process continues until a certain condition is satisfied or until layer is invoked and fires their output to the external environment [5].

A.Saravanan, Dr.P.Nagarajan analyses the various types of training algorithms for which the Multilayer Perceptron (MLP) Network learn exist. This depends on many factors including the number of weights and biases, error goal and number of training iterations (epochs). Back propagation algorithm, the common and most widely used algorithm in training Artificial Neural Network learns by calculating an error between desired and actual output and propagate the error information back to each node in the network. In this study, two training algorithms are evaluated for the different dataset allocations into training, validation and testing. They are: Levenberg-Marquardt and Quasi-Newton [6].

Amir Abolfazl Suratgar, Mohammad Bagher Tavakoli, and Abbas Hoseinabadi analyses the Error Back Propagation (EBP) algorithm. The Error Back Propagation (EBP) algorithm has been a signification improvement in neural network research, but it has a weak convergence rate. Many efforts have been made to speed up EBP algorithm. All of these methods lead to little acceptable results. The Levenberg-Marquardt (LM) algorithm ensued from development of EBP algorithm dependent methods [13].

III. PROPOSED WORK

A. Parsing Process

Parsing is the process of reading a document and dissecting it into its elements and attributes, which can then be analyzed. In XML, parsing is done by an XML processor, the most fundamental building block of a Web application [14]. All modern browsers have a built-in XML parser. An XML parser converts an XML document into an XML SAX object, which can then be manipulated with a JavaScript [10]. As the document is parsed, the data in the document becomes available to the application using the parser. The XML processor parses and generates an XML document. The application uses an API to access objects that represent part of the XML document [15].

B. SAX Parser

As each event occurs, the program calls the appropriate event handler. The event handlers work like the functions of a graphical interface, which is also event-driven in that one function handles a mouse click in one button, another handles a key press, and so on. In the case of SAX, each event handler processes an event such as the beginning of an element or the appearance of a processing instruction. The Parser Factory object creates a framework around the parser of your choice. It parses the document, calling on the Document Handler, Entity Resolver, DTD Handler, and Error Handler interfaces as necessary [16].
In Java, an interface is a collection of routines, or methods in a class. The document-handler interface is where you put the code for your program. Within the document handler, you must implement methods to handle elements, attributes, and all the other events that come from parsing an XML document [7].

C. Training Algorithms

Various types of training algorithms for which the multilayer perception (MLP) network learn exist but it is very difficult to know which training algorithm will be suitable for training ANN model. This depends on many factors including the number of weights and biases, error goal and number of training iterations (epochs). There are two training algorithms for the different dataset allocations into training, validation and testing. They are: Levenberg-Marquardt and Quasi-Newton.

D. Levenberg-Marquardt Artificial Neural Networks

In an ANN, each neuron will typically apply an activation function to a weighted sum of inputs and provide a single output. Such a training process can be performed by one of a number of algorithms, the most popular being back propagation [17], but LM and Conjugate Gradient Descent [18] are also in common use. An example MLP network with 11 input neurons, four hidden neurons and two output neurons is shown in Figure 1. In the general case, for \( M \) input neurons \( \text{i}m \), \( P \) hidden neurons \( h_p \) and one output neuron \( o \), the weights on the edges between the input and hidden layers can be represented by \( W_{pm} \) and those between the hidden and output layer (assuming a single output neuron) by \( w_p \). Given \( k \) input vectors, input value \( m \) is given the value when presented with vector \( \gamma \) where \( \gamma = \{1,2,\ldots,k\} \). 

![Figure 1: Example of an MLP ANN with a single output](image1)

The LM algorithm has recently become increasingly popular as its second-order optimization techniques allow a very efficient batch update method. A drawback of the LM approach is that the ANN must have only a single output, but this can be overcome by implementing multiple networks [19]. For the detailed mathematics underlying the LM algorithm, Marquardt [20], but general LM algorithm is shown in Figure 2 and is briefly explained below.
Figure 2: Flow diagram outlining the procedure for using the Levenberg-Marquardt training algorithm.

Each batch of data is fed forward through the network, as described previously, to obtain a vector of output values each calculated using equation (1) below, where \( z \) is the activation function.

\[
o^\gamma = z \left[ \sum_{p=1}^{P} z \left( \sum_{m=1}^{M} i_{m} \bar{W}_{pm} \right) w_{p} \right]
\]  

(1)

The least mean-square (LMS) error can then be obtained using

\[
E[w] = \frac{1}{2} \sum_{\gamma=1}^{k} \left( R^\gamma - o^\gamma \right)^2 .
\]

(2)

Where \( R^\gamma \) is the desired output from the ANN for a specific input vector \( \gamma \). The Jacobian matrix used in LM requires a vector of all the weights contained within the network to calculate a matrix of partial derivatives (with respect to each weight individually) for each input pattern in the batch. The Jacobian is given by
Where \( v = MP + 2P \) and \( w \) is a vector of weights \( w = [W_{11}, \ldots, W_{PM}, B_1, \ldots, B_P, w_1, \ldots, w_P] \)\(^T\), where the \( B_p \) values are the bias values of the hidden neurons. To update the weights during training the LM algorithm determines a weight update vector \( \Delta w \), calculated by

\[
\Delta w = \left[ J^T(w)J(w) + \mu I \right]^{-1} J^T(w)e,
\]

Where \( e \) is the vector containing errors for each input vector in the batch and \( I \) is the identity matrix of dimension \( v \). The new weights can now be calculated by

\[
w_{\text{new}} = w_{\text{old}} + \Delta w.
\]

The ANN’s LMS error with new weights is now computed. If the new error is smaller than the previous error then \( \mu \) is reduced by a factor \( \mu^- \), but if the error is larger than the previous error \( \mu \) is increased by a factor of \( \mu^+ \). The values of \( \mu, \mu^- \) and \( \mu^+ \) are all training parameters that must be selected before training the network [21].

IV. CONCLUSION

The mechanism is used in this paper for efficiently processing XML documents. Provide set of XML document to SAX parser as an input, parsing results is stored in the database and calculate the time required to parse the set of XML document. Providing the same set of XML document to the SAX parser which is used Artificial Neural Network (ANN) and also calculate the time required to parse the set of XML document. If time required for parsing the set of XML document to SAX parser and SAX which is used Artificial Neural Network (ANN) is compared. Then SAX parser which is used Artificial Neural Network (ANN) required less time for parsing the set of XML document than simple SAX parser. This proposed system improves the performance of XML parsing by reducing parsing time of set of XML document with the help of Artificial Neural Network (ANN).
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