Abstract- Web spam or search engine spam denotes the manipulation of web pages with the intention of improving their position in search engine results. Spammers use many techniques such as content spam, link spam or a combination of both. Detecting spam in search engine results has been a challenging task for search engines. This paper presents a review of three different approaches for detecting web spam. The first approach deals with language modeling that involves building a language model from different sources of information extracted from web pages. The second approach deals with checking the reliability of links, that is, the ability of a search engine to find, using information provided by the page for a given link, the page that the link actually points at. The third approach deals with the topology of a web graph by exploiting the link dependencies among the Web pages.
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I. INTRODUCTION
Web spam denotes the manipulation of web pages [4] with the sole intent to raise their position in search engine rankings. The Web contains numerous profit-seeking ventures that are attracted by the prospect of reaching millions of users at a very low cost [9]. Since most users click on the first few results in a search engine there is an economic incentive for manipulating web pages so that they are placed higher in the search engine listings. A better position in the rankings directly and positively affects the number of visits to a site. Attackers use different techniques to boost their pages to higher ranks. In general terms, there are three types of Web spam: 1) link spam- which consists of the creation of a link structure to take advantage of link-based ranking algorithms, 2) content spam- which includes all techniques that involve altering the logical view that a search engine has over the page contents, and 3) cloaking- a technique in which the content presented to the search engine spider is different to that presented to the browser of the user.

The rest of the paper is organized as follows: Language model based approach for spam detection is discussed in II while link based spam detection approach is in III. Detecting spam using topology of the web graph is in IV. Concluding remarks are given in V.

II. LANGUAGE MODEL APPROACH FOR WEB SPAM DETECTION

A. Language Model-
In general a Language Model (LM) is a probability distribution over strings in a finite alphabet. They capture linguistic features hidden in texts, such as the probability of words or word sequences in a language. LMs have been successfully used in speech recognition, machine translation, part-of-speech tagging, parsing, and information retrieval. Previous works have proved that LM disagreement techniques are very efficient in tasks such as blocking blog spam [6] or detecting nepotistic links [3].

B. Language Modeling in Web Spam Detection-
To improve web spam detection, Juan, Lourdes et al. [3] proposed a technique that checks the coherence between a page and one pointed by any of its links. Two pages linked by a hyperlink should be semantically related, by at least a weak contextual relation. They make a Language Model from each source of information and ask how different these two language models are from each other. These sources of information are: i) anchor text, surrounding anchor text and URL terms from the source page, and ii) title and content from the target page. They apply Kullback-Leibler divergence [1] on the language models to characterize the relationship between two linked pages.

a) Language Model based Features:
1. **Anchor Text**: When a page links to another, this page has only one way to convince a user to visit this link; that is, by showing relevant and summarized information of the target page. This is the function of the anchor text. Therefore, a great divergence between this piece of text and the linked page shows a clear evidence of spam.

2. **Surrounding Anchor Text**: Sometimes anchor terms provide little or no descriptive value. For this reason, text surrounding a link can provide contextual information about the pointed page. Moreover, in [3], a better behaviour is observed when the anchor text is extended with neighbouring words.

3. **URL Terms**: Besides the anchor text, the only information available of a link is its URL. A URL is mainly composed of a protocol, a domain, a path, and a file. These elements are composed of terms that can provide rich information from the target page.

4. **Title**: Jin et al. [12] observed that document titles bear a close resemblance to queries, and that they are produced by a similar mental process. Both titles and anchor text capture some notion of what a document is about, though these sources of information are linguistically dissimilar. In addition, it is well-known that anchor text, terms of a URL, and terms of the Web page title, have a great impact when search engines decide whether a page is relevant to a query.

5. **Page content**: The page content is the main source of information that is usually available. Although in many cases, the title and meta tags from the target page are not available, most Web pages have at least a certain amount of text. Previous works that have studied the relationship between two linked Web pages, have usually considered the content of the target page in order to extract any data and/or measure.

6. **Meta Tags**: Meta tags provide structured meta-data about a Web page and they are used in Search Engine Optimization (SEO). Although they have been the target of spammers for a long time and search engines consider these data less and less, there are pages still using them because of their clear usefulness. Lourdes et al. [2] has considered the attributes “description” and “keywords” from meta tags to build a virtual document with their terms.

b) **Kullback-Leibler Divergence**

The Kullback-Leibler Divergence is used to measure the differences two text units of the source and the target pages. The K-L Divergence between two text units is computed as follows:

\[
\text{KLD}(T_1||T_2) = \sum_{t \in T_1} P_{T_1}(t) \log \frac{P_{T_1}(t)}{P_{T_2}(t)}
\]

where \( P_{T_1}(t) \) is the probability of the term in the first text unit, and \( P_{T_2}(t) \) is the probability of the term \( t \) in the second text unit.

c) **Combining Sources of Information**

In addition to using the sources of information individually, by combining some of them from the source page provides richer information [5]. KL-divergence is calculated for the 14 features extracted for each web page (See Table 1). These features are extracted for internal links, external links and both internal and external links. Therefore 42 features are extracted for each web page.

<table>
<thead>
<tr>
<th>Table 1 Combination of different sources of information used to calculate the KL-Divergence</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Page Content (P)</strong></td>
</tr>
<tr>
<td>Anchor Text (A → P)</td>
</tr>
<tr>
<td>Surrounding Anchor Text (S → P)</td>
</tr>
<tr>
<td>URL Terms (U → P)</td>
</tr>
<tr>
<td>Anchor Text U URL Terms (AU → P)</td>
</tr>
<tr>
<td>Surrounding Anchor Text U URL Terms (SU → P)</td>
</tr>
<tr>
<td>Title vs. Page (T → P)</td>
</tr>
</tbody>
</table>
D. CLASSIFICATION

One of the most successful techniques for Web spam detection is the definition of features which take different values for spam and non spam pages. These features are thus used to implement a classifier able to detect spam pages. Juan, Lourdes et al. [5] uses Weka [8] software because it contains a whole collection of machine learning algorithms. They have used the cost-sensitive decision tree with bagging [8] as the classifier algorithm. The input given to the classifier is the features extracted using Language model and the classifier then classifies the web pages as either spam or non spam.

III. LINK BASED APPROACH FOR WEB SPAM DETECTION

A. Link Based Approach

The Web Spam Detection system proposed by Lourdes et al. [2] is based on a classifier that combines link based features with Language Model based ones. These features are not only related to quantitative data extracted from the Web pages, but also to qualitative properties, mainly of the page links. For instance, the ability of a search engine to find, using information provided by the page for a given link, the page that the link actually points at, can be regarded as indicative of the link reliability.

B. Measures extracted for analyzing links

1. Recovery Degree: For every page the system tries to retrieve all their links and as result, three values are obtained:
   a. The number of recovered links (retrieved within the top ten results of the search)
   b. The number of not recovered links
   c. The difference between both previous values.

2. Incoming-Outgoing: Spam pages link to non-spam pages, but non-spam pages do not link to spam pages. Thus it is important to find how many sites point to the analyzed site.

3. External-Internal: This feature takes negative values for spam pages, and positive for no spam pages.

4. Broken Links: Broken links are a common problem for both spam and no spam pages, even when this sort of link has a negative impact in the Page Rank. According to results obtained by Lourdes et al. [2] the number of spam pages is higher in almost the whole range of numbers of the broken links considered.

Total 12 features are extracted as given in table 2.

Table -2 Features extracted and measures used for qualified link analysis

<table>
<thead>
<tr>
<th>SNo.</th>
<th>Feature</th>
<th>Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Number of recovered links</td>
<td>Recovery Degree</td>
</tr>
<tr>
<td>2.</td>
<td>Number of not recovered links</td>
<td></td>
</tr>
<tr>
<td>3.</td>
<td>Difference between (1) and (2)</td>
<td></td>
</tr>
<tr>
<td>4.</td>
<td>Number of incoming links</td>
<td>Incoming-Outgoing</td>
</tr>
<tr>
<td>5.</td>
<td>Number of outgoing links</td>
<td></td>
</tr>
<tr>
<td>6.</td>
<td>Number of external links</td>
<td>External-Internal</td>
</tr>
<tr>
<td>7.</td>
<td>Number of internal links</td>
<td></td>
</tr>
<tr>
<td>8.</td>
<td>Number of broken links</td>
<td>Broken links</td>
</tr>
<tr>
<td>9.</td>
<td>Number of links formed only by punctuation</td>
<td>Anchor Text Typology</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td></td>
</tr>
<tr>
<td>10.</td>
<td>Number of links formed only by digits</td>
<td></td>
</tr>
<tr>
<td>11.</td>
<td>Number of links formed only by a URL</td>
<td></td>
</tr>
<tr>
<td>12.</td>
<td>Number of links formed only by an empty chain</td>
<td></td>
</tr>
</tbody>
</table>

C. Classification

The quality factor is calculated from the measures as shown in table 2 and is given as input to a classifier. The classifier then classifies the web page as either spam or non-spam. Lourdes et al. [2] has used the Metacost [8] algorithm (cost-sensitive decision tree with bagging) implemented in Weka for classification.

IV. WEB TOPOLOGY TO DETECT WEB SPAM

Castillo et al. [3] found that linked hosts tend to belong to the same class: either both are spam or both are non-spam. They demonstrate three methods of incorporating the Web graph topology into the predictions obtained by our base classifier: (i) clustering the host graph, and assigning the label of all hosts in the cluster by majority vote, (ii) propagating the predicted labels to neighboring hosts, and (iii) using the predicted labels of neighboring hosts as new features and retraining the classifier.

A. Features Extracted-

Castillo et al. [3] extracted link based features from the Web graph by following the techniques by Becchetti et al. [9].

1. Degree-related measures: Measures related to the in-degree and out-degree of the hosts and their neighbors. Edge-reciprocity (the number of links that are reciprocal) and the assortativity (the ratio between the degree of a particular page and the average degree of its neighbors).

2. PageRank: PageRank [10] is a well known link-based ranking algorithm that computes a score for each page. Various measures related to the PageRank of a page and the PageRank of its in-link neighbors are computed.

3. TrustRank: TrustRank [15] is an algorithm that, starting from a subset of hand-picked trusted nodes and propagating their labels through the Web graph, estimates a TrustRank score for each page. Using TrustRank we can also estimate the spam mass of a page, i.e., the amount of PageRank received from a spammer.

4. Truncated PageRank: Becchetti et al. [9] described Truncated PageRank, a variant of PageRank that diminishes the influence of a page to the PageRank score of its neighbors.

B. Classifier

Castillo et al. [3] used the features extracted from the Web graph and combined it with content based features extracted from the content of the web page. These features were given as input to a classifier implemented using C4.5 (decision tree algorithm) which classified the web pages as spam or non spam.

V. CONCLUSION

Detecting web spam generally involves the extraction of features of a web page which takes different values for spam and non spam pages and then using these features as input to a classifier that classifies it as either spam or non spam. The most common techniques involve the building of a language model from features extracted from web pages and the divergence between a web page and the one it is linked to is checked. In link based techniques the reliability of links is used as an indication of spam or non spam. Using a web graph too it is concluded that spam pages generally link to more spam pages. Web spam detection is also improved by combining different techniques together as see by the results obtained by [2] [3] [5].
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