Clustering Techniques: A Brief Survey of Different Clustering Algorithms
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Abstract - Partitioning a set of objects into homogeneous clusters is a fundamental operation in data mining. The operation is needed in a number of data mining tasks. Clustering or data grouping is the key technique of the data mining. It is an unsupervised learning task where one seeks to identify a finite set of categories termed clusters to describe the data. The grouping of data into clusters is based on the principle of maximizing the intra-class similarity and minimizing the inter-class similarity. The goal of clustering is to determine the intrinsic grouping in a set of unlabeled data. But how to decide what constitutes a good clustering? This paper deals with the study of various clustering algorithms of data mining and it focuses on the clustering basics, requirement, classification, problem, and some application areas of the clustering algorithms.

I. INTRODUCTION

Clustering[1,2] is an unsupervised learning task where one seeks to identify a finite set of categories termed clusters to describe the data. Unlike classification that analyses class-labeled instances, clustering has no training stage, and is usually used when the classes are not known in advance. A similarity metric is defined between items of data, and then similar items are grouped together to form clusters. Often, the attributes providing the best clustering should be identified as well. The grouping of data into clusters is based on the principle of maximizing the intra-class similarity and minimizing the inter-class similarity. Properties about the clusters can be analyzed to determine cluster profiles, which distinguish one cluster from another. A good clustering method[1,2] will produce high quality clusters with high intra-class similarity - Similar to one another within the same cluster low inter-class similarity - Dissimilar to the objects in other clusters The quality of a clustering result depends on both the similarity measure used by the method and its implementation. The quality of a clustering method is also measured by its ability to discover some or all of the hidden patterns.

Figure 1: Data partitioning & clustering
II. CLASSIFICATION OF CLUSTERING ALGORITHMS

Clustering algorithms can be broadly classified[4] into three categories, in the following subsections together with specific algorithms:

2.1 Partitioning
2.2 Hierarchical
2.3 Density-based

In short, partitioning algorithms attempt to determine $k$ clusters that optimize a certain, often distance-based criterion function. Hierarchical algorithms create a hierarchical decomposition of the database that can be presented as a dendrogram. Density-based algorithms search for dense regions in the data space that are separated from one another by low density noise regions.

2.1. Partitioning Clustering Algorithms

Partitioning clustering attempts to decompose a set of $N$ objects into $k$ clusters such that the partitions optimize a certain criterion function. Each cluster is represented by the centre of gravity (or centroid) of the cluster, e.g. $k$-means, or by the closest instance to the gravity centre (or medoid), e.g. $k$-medoids. Typically, $k$ seeds are randomly selected and then a relocation scheme iteratively reassigns points between clusters to optimize the clustering criterion. The minimization of the square-error criterion - sum of squared Euclidean distances of points from their closest cluster centroid, is the most commonly used. A serious drawback of partitioning algorithms is that there are a number of possible solutions. In particular, the number of all possible partitions $P(n, k)$ that can be derived by partitioning $n$ patterns into $k$ clusters is:

$$P(n, k) = \frac{1}{k!} \sum_{i=1}^{k} (-1)^{k-1} \binom{k}{i} (i)^n$$

2.1.1 $K$-Means

$K$-means is perhaps the most popular clustering method in metric spaces. Initially $k$ cluster centroids[3,7] are selected at random; $k$-means then reassigns all the points to their nearest centroids and recomputed centroids of the newly assembled groups. The iterative relocation continues until the criterion function, e.g. square-error converges. Despite its wide popularity, $k$-means is very sensitive to noise and outliers since a small number of such data can substantially influence the centroids. Other weaknesses are sensitivity to initialization, entrapments into local optima, poor cluster descriptors, inability to deal with clusters of arbitrary shape, size and density, reliance on user to specify the number of clusters.

Finally, this algorithm aims at minimizing an objective function; in this case a squared error function. The objective function

$$J = \sum_{j=1}^{k} \sum_{i=1}^{n} \left\| x_{i}^{(j)} - c_{j} \right\|^2,$$

where $\left\| x_{i}^{(j)} - c_{j} \right\|^2$ is a chosen distance measure between a data point $x_{i}^{(j)}$ and the cluster centre $c_{j}$, is an indicator of the distance of the $n$ data points from their respective cluster centres.

The algorithm steps are

- Choose the number of clusters, $k$.
- Randomly generate $k$ clusters and determine the cluster centers, or directly generate $k$ random points as cluster centers.
- Assign each point to the nearest cluster center.
- Recompute the new cluster centers.
- Repeat the two previous steps until some convergence criterion is met (usually that the assignment hasn't changed).

2.1.2 Fuzzy $k$-means clustering

In fuzzy clustering, each point has a degree of belonging to clusters, as in fuzzy logic, rather than belonging completely to just one cluster. Thus, points on the edge of a cluster, may be in the cluster to a lesser degree than points in the center of cluster. For
each point $x$ we have a coefficient giving the degree of being in the $k$th cluster $u_k(x)$. Usually, the sum of those coefficients is defined to be
\[ \forall x \sum_{k=1}^{\text{num. clusters}} u_k(x) = 1. \]

With fuzzy k-means, the centroid of a cluster is the mean of all points, weighted by their degree of belonging to the cluster:
\[ \text{center}_k = \frac{\sum_{x} u_k(x)^{m} x}{\sum_{x} u_k(x)^{m}}. \]
The degree of belonging is related to the inverse of the distance to the cluster center:
\[ u_k(x) = \frac{1}{d(\text{center}_k, x)}, \]
then the coefficients are normalized and fuzzyfied with a real parameter $m > 1$ so that their sum is 1. So
\[ u_k(x) = \frac{1}{\sum_{j} \left( \frac{d(\text{center}_k, x)}{d(\text{center}_j, x)} \right)^{2/(m-1)}}. \]

For $m$ equal to 2, this is equivalent to normalising the coefficient linearly to make their sum 1. When $m$ is close to 1, then cluster center closest to the point is given much more weight than the others, and the algorithm is similar to k-means.
The fuzzy k-means algorithm is very similar to the k-means algorithm:

- Choose a number of clusters.
- Assign randomly to each point coefficients for being in the clusters.
- Repeat until the algorithm has converged (that is, the coefficients’ change between two iterations is no more than $\epsilon$, the given sensitivity threshold):
  - Compute the centroid for each cluster, using the formula above.
  - For each point, compute its coefficients of being in the clusters, using the formula above.

The algorithm minimizes intra-cluster variance as well, but has the same problems as k-means, the minimum is a local minimum, and the results depend on the initial choice of weights. The Expectation-maximization algorithm is a more statistically formalized method which includes some of these ideas: partial membership in classes. It has better convergence properties and is in general preferred to fuzzy-k-means.

2.1.3 K-Medoids

Unlike k-means, in the k-medoids or Partitioning Around Medoids (PAM)[1,2] method a cluster is represented by its medoid that is the most centrally located object (pattern) in the cluster. Medoids are more resistant to outliers and noise compared to centroids. PAM begins by selecting randomly an object as medoid for each of the $k$ clusters. Then, each of the non-selected objects is grouped with the medoid to which it is the most similar. PAM then iteratively replaces one of the medoids by one of the non-medoids objects yielding the greatest improvement in the cost function. Clearly, PAM is an expensive algorithm as regards finding the medoids, as it compares each medoid with the entire dataset at each iteration of the algorithm.

2.1.4 Clustering Large Applications based on Randomized Search - CLARANS

CLARANS combines the sampling techniques with PAM. The clustering process can be presented as searching a graph where every node is a potential solution, that is, a set of k-medoids. The clustering obtained after replacing a medoid is called the neighbor of the current clustering. CLARANS [13] selects a node and compares it to a user-defined number of neighbors searching for a local minimum. If a better neighbor is found having lower square error, CLARANS moves to the neighbor’s node and the process starts...
again; otherwise the current clustering is a local optimum. If the local optimum is found, CLARANS starts with a new randomly selected node in search for a new local optimum.

The advantages and disadvantages of partitioning clustering methods are:

Advantages
1. Relatively scalable and simple.
2. Suitable for datasets with compact spherical clusters that are well-separated

Disadvantages
1. Severe effectiveness degradation in high dimensional spaces as almost all pairs of points are about as far away as average; the concept of distance between points in high dimensional spaces is ill-defined
2. Poor cluster descriptors
3. Reliance on the user to specify the number of clusters in advance
4. High sensitivity to initialization phase, noise and outliers
5. Frequent entrapments into local optima
6. Inability to deal with non-convex clusters of varying size and density.

2.2. HIERARCHICAL ALGORITHMS

Unlike partitioning methods that create a single partition, hierarchical algorithms[11] produce a nested sequence (or dendrogram) of clusters, with a single all-inclusive cluster at the top and singleton clusters of individual points at the bottom. The hierarchy can be formed in top-down (divisive) or bottom-up (agglomerative) fashion and need not necessarily be extended to the extremes. The merging or splitting stops once the desired number of clusters has been formed. Typically, each iteration involves merging or splitting a pair of clusters based on a certain criterion, often measuring the proximity between clusters. Hierarchical techniques suffer from the fact that previously taken steps (merge or split), possibly erroneous, are irreversible. Some representative examples are:

2.2.1 CURE
Clustering Using Representatives (CURE)[9] is an agglomerative method introducing two novelties. First, clusters are represented by a fixed number of well-scattered points instead of a single centroid. Second, the representatives are shrunk toward their cluster centers by a constant factor. At each iteration, the pair of clusters with the closest representatives is merged. The use of multiple representatives allows CURE to deal with arbitrary-shaped clusters of different sizes, while the shrinking dampens the effects of outliers and noise. CURE uses a combination of random sampling and partitioning to improve scalability.
2.2.2 CHAMELEON
CHAMELEON [11] improves the clustering quality by using more elaborate merging criteria compared to CURE. Initially, a graph containing links between each point and its k-nearest neighbors is created. Then a graph-partitioning algorithm recursively splits the graph into many small-unconnected sub-graphs. During the second phase, each sub-graph is treated as an initial sub-cluster and an agglomerative hierarchical algorithm repeatedly combines the two most similar clusters. Two clusters are eligible for merging only if the resultant cluster has similar inter-connectivity and closeness to the two individual clusters before merging. Due to its dynamic merging model CHAMELEON is more effective than CURE in discovering arbitrary-shaped clusters of varying density. However, the improved effectiveness comes at the expense of computational cost that is quadratic in the database size.

2.2.3 BIRCH
Balanced Iterative Reducing and Clustering Using Hierarchies (BIRCH) [8] introduces a novel hierarchical data structure, CF-tree, for compressing the data into many small sub-clusters and then performs clustering with these summaries rather than the raw data. Sub-clusters are represented by compact summaries, called cluster-features (CF) that are stored in the leaves. The non-leaf nodes store the sums of the CF of their children. A CF-tree is built dynamically and incrementally, requiring a single scan of the dataset. An object is inserted in the closest leaf entry. Two input parameters control the maximum number of children per non-leaf node and the maximum diameter of sub-clusters stored in the leaves. By varying these parameters, BIRCH can create a structure that fits in main memory. Once the CF-tree is built, any partitioning or hierarchical algorithms can use it to perform clustering in main memory. BIRCH is reasonably fast, but has two serious drawbacks: data order sensitivity and inability to deal with non-spherical clusters of varying size because it uses the concept of diameter to control the boundary of a cluster.

The advantages and disadvantages of hierarchical clustering methods are:

II. Advantages
- Embedded flexibility regarding the level of granularity.
- Well suited for problems involving point linkages, e.g. taxonomy trees.

A. Disadvantages
- Inability to make corrections once the splitting/merging decision is made.
- Lack of interpretability regarding the cluster descriptors.
- Vagueness of termination criterion.
- Prohibitively expensive for high dimensional and massive datasets.
- Severe effectiveness degradation in high dimensional spaces due to the curse of dimensionality phenomenon.

2.3 DENSITY-BASED CLUSTERING ALGORITHMS
Density-based clustering methods group neighboring objects into clusters based on local density conditions rather than proximity between objects[15]. These methods regard clusters as dense regions being separated by low density noisy regions. Density-based methods have noise tolerance, and can discover non-convex clusters. Similar to hierarchical and partitioning methods, density-based techniques encounter difficulties in high dimensional spaces because of the inherent scarcity of the feature space, which in turn, reduces any clustering tendency. Some representative examples of density based clustering algorithms are:

2.3.1 DBSCAN
Density-Based Spatial Clustering of Applications with Noise (DBSCAN) [5] seeks for core objects whose neighborhood (radius) contains at least Minpts points. A set of core objects with overlapping neighborhoods define the skeleton of a cluster. Non-core points lying inside the neighborhood of core objects represent the boundaries of the clusters, while the remaining are noise. DBSCAN can discover arbitrary-shaped clusters, is insensitive to outliers and order of data input, while its complexity is O(N2). If a spatial index data structure is used the complexity can be improved up to O(N log N ). DBSCAN breaks down in high dimensional spaces and is very sensitive to the input parameters and Minpts.

DENCLUE
Density-based Clustering (DENCLUE) uses an influence function to describe the impact of a point about its neighborhood while the overall density of the data space is the sum of influence functions from all data. Clusters are determined using density attractors, local maxima of the overall density function. To compute the sum of influence functions a grid structure is used. DENCLUE scales
well (O(N)), can find arbitrary-shaped clusters, is noise resistant, is insensitive to the data ordering, but suffers from its sensitivity to the input parameters. The curse of dimensionality phenomenon heavily affects Denclue’s effectiveness. Moreover, similar to hierarchical and partitioning techniques, the output, e.g. labeled points with cluster identifier, of density-based methods can not be easily assimilated by humans.

In short, the advantages and disadvantages of density-based clustering are:

IV. Advantages
- Discovery of arbitrary-shaped clusters with varying size
- Resistance to noise and outliers

V. Disadvantages
- High sensitivity to the setting of input parameters
- Poor cluster descriptors
- Unsuitable for high-dimensional datasets because of the curse of dimensionality phenomenon.

Applications of Clustering
Clustering has wide applications in
- [1] Pattern Recognition
- [2] Spatial Data Analysis:
- [3] Image Processing
- [4] Economic Science (especially market research)
- [6] Cluster Web log data to discover groups of similar access patterns

III. CONCLUSION
In this paper we study the different kind of clustering techniques in details and summarized it. We included definition, requirement, application of clustering techniques. We also give detail about classification of clustering techniques and their respective algorithms with the advantages and disadvantages. So this paper provides a quick review of the different clustering techniques in data mining.
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