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Abstract: An end-to-end system for text detection and recognition is important in multiple domains such as content based retrieval systems, video event detection, human computer interaction, autonomous robot or vehicle navigation and vehicle license plate recognition. There are several commercial systems for text recognition in scanned documents. However, these systems typically need cropped and binarized text regions to perform well for natural scene text. Text detection in natural scenes is a challenging problem and has gained a lot of attention recently. Such texts present low contrast with background, large variation in font, color, scale and orientation combined with background clutter. Therefore a robust and fast recognition system is desirable. In this work, we have explored the dominant text detection in video frames in which variety of images has been selected which has arbitrary alignment of text as well as varying color and size of the text. In this work, we have used wavelet based laplacian filters as well as laplacian of Gaussian filters to get the arbitrary directed text edges in a frame. After that fuzzy clustering has been applied to get the foreground text edges on which dilation and erosion operations are applied to get the pixels containing whole text. After that MSER technique has been implemented along with connected component analysis to extract the prominent text pixels in the image. Experimental results show that the present technique gives good recall and precision ratio on the tested databases.
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I. INTRODUCTION

IMAGE PROCESSING

Text detection in natural scenes is a challenging problem has gained a lot of attention recently. Such texts present low contrast with background, large variation in font, color, scale and orientation combined with background clutter. Therefore a robust and fast recognition system is desirable. In this work, we have explored the dominant text detection in video frames in which variety of images has been selected which has arbitrary alignment of text as well as varying color and size of the text. In this work, we have used wavelet based laplacian filters as well as laplacian of Gaussian filters to get the arbitrary directed text edges in a frame. After that fuzzy clustering has been applied to get the foreground text edges on which dilation and erosion operations are applied to get the pixels containing whole text. After that MSER technique has been implemented along with connected component analysis to extract the prominent text pixels in the image. Experimental results show that the present technique gives good recall and precision ratio on the tested databases.
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**Indentations and Equations**

An image is an array or a matrix of square pixels (picture elements) arranged in columns and rows. In a (8-bit) grayscale image, each picture element has an assigned intensity that ranges from 0 to 255. A grayscale image is what people normally call a black and white image but the name emphasizes that such an image will also include many shades of gray. A normal grayscale image has 8 bit color depth = 256 grayscale. A "true color" image has 24 bit color depth = 8 x 8 x 8 bits = 256 x 256 x 256 colors = ~16 million colors. Some grayscale images have more grayscales, for instance 16 bit = 65536 grayscales.

An image may be defined as a two-dimensional function \( f(x, y) \), where \( x \) and \( y \) are spatial (plane) coordinates and the amplitude \( f(x, y) \) at any pair of coordinates \((x, y)\) is called the intensity or gray level of the image at that point. When \( x, y \) and amplitude values of \( f \) are all finite, discrete quantities, then the image is called a digital image. The field of digital image processing refers to processing digital images by means of a digital computer. Note that a digital image is composed of a finite number of elements, each of which has a particular location and value. These elements are referred to as picture elements, image elements, pels or pixels. Pixel is the term most widely used to denote the elements of a digital image. A digital Image processing start with one image and produces a modified version of that image [1]. Digital image analysis is a process that transforms a digital image into something other than a digital image, such as a set of measurement data, alphabet text or a decision. Image digitization is a process that converts a pictorial form to numerical data.

**II. Conclusion**
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In this work, we explored text detection in video by selecting dominant text pixels and text candidates with the help of the hybrid technique which uses number of algorithms to get the output results. Dominant text pixels are found in frames of the video using Lab color space in which connected component labeling has been used by using sMSER technique after applying wavelet laplacian as well as Laplace of Gaussian filters on input image. This dominant text pixel selection helps in removing non text information in complex background of video frames. Results showed that the proposed method works well for text detection irrespective of contrast, orientation, background, script, fonts and font size. However, the proposed method may not give good accuracy for text lines with no spacing between text lines. However it gives improved results than existing techniques in terms of segmentation as well as in terms of variety of text location in the video frames i.e. horizontal, vertical, rotatory etc. The existed algorithm can be improved further to eliminate the false positives found after segmentation. The main drawback of the presented technique is that it works only on the English test and the alphabets inside the image should be detached from one another.
As we have used the height and width of the individual alphabets, the algorithm fails on the Indian languages as it is hard to disconnect the individual letters in them. In future, there is a good scope to enhance it further for all types of text.

**Binary Image:** Each pixel is just black or white. Since there are only two possible values for each pixel, we only need one bit per pixel. Such images can therefore be very efficient in terms of storage. Images for which a binary representation may be suitable include text (printed or handwriting), fingerprints, or architectural plans. An example was the image shown in figure 1.4. In this image, we have only the two Colors: white for the edges, and black for the background. See figure 1.4 below.

![Figure 1.4: A binary image](image1)

**2 Gray scale Image:** Each pixel is a shade of grey, normally from 0 (black) to 255 (white). This range means that each pixel can be represented by eight bits, or exactly one byte. This is a very natural range for image file handling. Other gray scale ranges are used, but generally they are a power of 2. Such images arise in medicine (X-rays), images of printed works, and indeed different grey levels are sufficient for the recognition of most natural objects.

![Figure 1.5: A grayscale image](image2)

**True color or RGB Image.** Here each pixel has a particular Color; that Color being described by the amount of red, green and blue in it. If each of these components has a range 0-255 this gives a total of \(255 \times 255 \times 255 = 16,777,216\) different possible Colors in the image. This is enough Colors for any image. Since the total number of 24 bits required for each pixel is such images are also called 24-bit Color images.
Such an image may be considered as consisting of a stack of three matrices; representing the red, green and blue values for each pixel. This means that for every pixel there correspond three values.

**Properties defining a text in video**

Text in images can exhibit many variations with respect to the following properties:

1. **Geometry:**
   - **Size:** Although the text size can vary a lot, assumptions can be made depending on the application domain.
   - **Alignment:** The caption texts appear in clusters and usually lie horizontally, although sometimes they can appear as non-planar texts as a result of special effects. This does not apply to scene text, which has various perspective distortions.

2. **Inter-character distance:** characters in a text line have a uniform distance between them.

3. **Color:** The characters tend to have the same or similar colors. This property makes it possible to use a connected component-based approach for text detection. Most of the research reported till date has concentrated on finding ‘text strings of a single color (monochrome)’. However, video images and other complex color documents can contain ‘text strings with more than two colors (polychrome)’ for effective visualization, i.e., different colors within one word.

4. **Motion:** The same characters usually exist in consecutive frames in a video with or without movement. This property is used in text tracking and enhancement. Caption text usually moves in a uniform way: horizontally or vertically. Scene text can have arbitrary motion due to camera or object movement.

5. **Edge:** Most caption and scene texts are designed to be easily read, thereby resulting in strong edges at the boundaries of text and background.

6. **Compression:** Many digital images are recorded, transferred, and processed in a compressed format. Thus, a faster TIE system can be achieved if one can extract text without decompression.
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